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ABSTRACT  
 
This study presents the validity and reliability in the creation of an instrument designed to evaluate the 
perceptions of teachers and pedagogues in training towards the integration of Artificial Intelligence in 
tasks related to their teaching profession, taking into account intrinsic factors such as the attitude 
towards its responsible use, the level of creativity in the creation of didactic material with these tools, 
the associated enjoyment in the use of these tools, and the level of anxiety when facing the learning of 
this emerging technology in their academic training and its relevance in their future labor market. A 
non-experimental ex post facto design was used through surveys with a non-probabilistic sampling by 
convenience, with a total of 548 teachers and pedagogues in training from faculties of Education 
Sciences in Spain. Reliability and validity measures were used for the elaboration of the instrument. 
Regarding reliability, Cronbach's Alpha, Spearman-Brown Coefficient, Guttman's Two Halves and 
composite reliability were used. Regarding validity, comprehension, construct, convergent and 
discriminant validity were used. The results showed a highly satisfactory reliability, and in terms of 
validity, a good model fit was observed. The final version of the instrument consists of 25 items classified 
in five latent factors. 
 
Keywords: artificial intelligence; teachers in training; pedagogues in training; psychometric 
instrument. 
 
RESUMEN 
 
Este estudio presenta la validez y fiabilidad en la creación de un instrumento diseñado para evaluar las 
percepciones de docentes y pedagogos en formación hacia la integración de la Inteligencia Artificial en 
tareas relacionadas con su profesión docente, teniendo en cuenta factores intrínsecos como la actitud 
hacia su uso responsable, el nivel de creatividad en la creación de material didáctico con estas 
herramientas, el disfrute asociado en el uso de estas herramientas, y el nivel de ansiedad al enfrentarse 
al aprendizaje de esta tecnología emergente en su formación académica y su relevancia en su futuro 
mercado laboral. Fue utilizado un diseño no experimental ex post facto a través de encuestas con un 
muestreo no probabilístico por conveniencia, con un total de 548 docentes y pedagogos en formación de 
facultades de Ciencias de la Educación del territorio español. Para la elaboración del instrumento, se 
utilizaron medidas de fiabilidad y validez. Respecto a la fiabilidad, fueron utilizados los índices Alfa de 
Cronbach, Coeficiente Spearman-Brown, Dos Mitades de Guttman y fiabilidad compuesta. Respecto a 
la validez, se utilizaron la validez de comprensión, constructo, convergente y discriminante. Los 
resultados demostraron una fiabilidad altamente satisfactoria, y en términos de validez se observó un 
buen ajuste del modelo. La versión final del instrumento consta de 25 ítems clasificados en cinco factores 
latentes. 
  
Palabras clave: inteligencia artificial; docentes en formación; pedagogos en formación; instrumento 
psicométrico. 
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INTRODUCTION 
 

For several decades, there has been a growing interest among the population about 
the possibilities that digital technologies can offer in the educational field, with 
Artificial Intelligence (AI) standing out in particular as one of the most promising 
innovations (Şahín, 2024). Authors such as Lambert and Stevens (2023) stress that AI 
refers to a group of computational systems designed to learn and make predictions. 
However, the AI that has really captured attention in recent years is the so-called 
“generative artificial intelligence” (GenAI) which can create new and original content 
such as texts, images, presentations, audios and videos from prompts (Alenezi et al., 
2023; González-Mayorga et al., 2024). 

GenAI is proving to be a tool with transformative potential in multiple domains, 
including education. Indeed, researchers Ng et al. (2021) stress that AI “potentially 
becomes one of the most important technological skills of the 21st century” (p. 2), 
mainly “since the launch of ChatGPT in November 2022, which brought the concept of 
generative AI to public attention and sparked growing interest in its potential impact 
on education” (Yu and Guo, 2023, p.1). In this context, thanks to AI, “educators can 
leverage personalized learning experiences, adaptive content generation, and real-time 
support for students” (Ruiz-Rojas et al., 2023, p. 1).  

However, AI integration requires rigorous planning and appropriate training to 
ensure effective and responsible use (Gocen and Aydemir, 2020; Hwang and Chen, 
2023). Nevertheless, if the goal of teachers is to prepare students for the challenges of 
the 21st century labor market, it is imperative to foster the development of skills, 
knowledge, and attitudes in AI and specifically in GenAI that will enable them to adapt 
and thrive in a highly dynamic marketplace (Farrelly and Baker, 2023). Therefore, 
educational institutions must adjust and adapt their programs in an agile manner to 
incorporate the use of AI in all areas of knowledge (Bellas et al., 2023). A series of 
questions arise: Are teachers and pedagogues in training adequately trained in AI and 
GenAI to face the challenges of their professional field? To answer these questions, it 
is necessary to ask a previous question: Are there measurement instruments that assess 
the responsible use and possible intrinsic factors of teachers and pedagogues-in-
training in relation to the use of AI and GenAI and their impact on their future work? 

Although advances have been made in recent years on educational measurement 
in AI, there is a notable scarcity of psychometric instruments in the scientific literature 
focused on teachers and pedagogical trainees. To support this assertion, a literature 
search for AI assessment instruments was carried out under the following criteria: 1) 
that the instruments had been published in the last 2-3 years, since this is when the 
use of AI and GenAI has emerged the most; 2) that the instruments are focused on 
teachers and pedagogues in training or practicing teachers, since both belong to the 
same group; and 3) that the instruments are reliable and valid, either through expert 
validation or construct validation (exploratory or confirmatory factor analysis, EFA 
and CFA). Table 1 reflects the existence of several instruments, each with a specific 
structure and taxonomy. From the review of the studies presented, it is observed that 
none of these studies is focused on teachers and pedagogues in training, except for one 
of them (Espinoza-San et al., 2024), which lacks psychometric properties. 
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Table 1 
Literature review on AI-based tools in education 
 

Authors Purpose Sample Reliability 
Validity 

EFA CFA 
Hornberger 
et al. (2023) 

Develop and validate an AI literacy 
test. 

University 
Students No No Yes 

Marquina et 
al. (2024) 

Adapt and validate an instrument 
to measure students' attitudes 
toward artificial intelligence. 

University 
Students 

Yes Yes Yes 

Nazaretsky 
et al. (2022) 

Measure teachers' confidence in 
AI-based educational technology. 

Science 
Teachers 

Yes Yes Yes 

Saz-Pérez et 
al. (2024) 

Validate a questionnaire on the use 
of GenAI programs. 

Teachers Yes Yes No 

Ng et al. 
(2023) 

Examine how students are 
developing AI literacy. 

High school 
students 

Yes Yes Yes 

Grájeda et 
al. (2024) 

Assessing the adoption and impact 
of AI tools. 

University 
Students 

Yes Yes Yes 

Chai et al. 
(2024) 

Develop and validate a scale on AI 
Learning Intention. 

University 
Students 

No No Yes 

Üzüm et al. 
(2024) 

Develop a scale of teachers' 
perception of the use of artificial 
intelligence in education. 

Teachers of 
different 
educational 
stages 

Yes Yes Yes 

Morales-
García et al. 
(2024) 

Develop and validate an AI 
Dependence Scale. 

University 
Students 

Yes Yes Yes 

Yilmaz et al. 
(2023) 

Design an instrument on the 
acceptance of AI applications. 

University 
Students 

Yes Yes Yes 

Espinoza-
San et al. 
(2024) 

Validate a questionnaire to assess 
the perception and use of GenAI. 

Pedagogy 
Students 

Yes No No 

Cheng et al. 
(2023) 

Design an instrument to measure 
conceptions about AI in education. 

University 
Students 

Yes No YES 

Jang et al. 
(2022) 

Develop an instrument to assess 
attitudes towards AI ethics. 

University 
Students 

Yes Yes Yes 

Kim & Lee 
(2022) 

Develop a tool to measure AI 
literacy.  

High school 
students 

Yes Yes Yes 

Wang et al. 
(2024) 

Develop a scale to assess 
interactivity with AI. 

University 
Students 

Yes Yes Yes 

 

As can be seen in the previous table, there is a lack of tools to evaluate the 
responsible use made by teachers and pedagogues in training. There is also a lack of 
intrinsic factors, such as creativity for the creation of didactic material and its planning 
in didactic tasks, the enjoyment associated with the use of emerging technological 
applications, or, on the other hand, the fear-stress they may feel in their own learning 
and use of GenAI applications. The purpose of this article is to create a new 
psychometric instrument, with a unique approach by focusing on these specific aspects 
and on a group that has been little researched so far.  
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THEORETICAL FRAMEWORK ON THE TAXONOMY OF THE 
INSTRUMENT'S FACTORS 

 

The use of AI and GenAI by pre-service and in-service teachers is conditioned by a 
wide variety of factors that play a crucial role (Tiwari et al., 2024). First of all, one of 
the main factors is the responsible use of this technology (Aler et al., 2024).While 
"offering great opportunities, AI systems also generate certain risks that need to be 
managed in an appropriate and proportionate manner" (European Commission, 2019, 
p.4), so it is necessary that "students should be trained on responsible use and ethical 
guidelines" (Hasanein & Sobaih, 2023, p. 2609). We agree with the reflections of 
Brandão et al. (2024) in stating that there are a number of students who probably use 
IAG tools due to their accessibility and free use in extracurricular contexts. Therefore, 
we consider that the use of these technologies requires not only a technical 
understanding, but also an ethical reflection. The use of AI and GenAI requires 
teachers and pedagogues in training on the responsible use of AI and IAG, taking into 
account the demands and transformations of their future labor markets. 

Secondly, according to Uzumcu and Acilmis (2024), the statement “innovators are 
creative and entrepreneurial people willing to take risks and open to new ideas” (p. 
1112) fits perfectly with the role of teachers in the integration of artificial intelligence 
in their pedagogical practices. Educators who stand out for their creativity and 
entrepreneurial mindset are key to harnessing the potential of ICT (Alemany et al., 
2021). In our case, the use of AI and GenAI technologies "could help them to be creative 
in their practice" (Chounta et al., 2022, p. 735). Instead of limiting themselves to using 
AI and GenAI as a simple task facilitator, this typology of teachers will have an 
opportunity to design active and personalized methodologies that enhance the learning 
experience (Kaouni et al., 2023). Consequently, AI could help to contribute “to the 
achievement of the fourth SDG (Sustainable Development Goals) proposed by the UN 
(United Nations) by promoting inclusive, equitable and quality education. This 
openness to new possibilities and willingness to experiment creatively will allow AI and 
GenAI to become dynamic tools, capable of enriching the classroom and fostering the 
autonomy not only of the teacher but also of the students (Mohamed et al., 2024).  

A third concept is digital flow, defined as the enjoyment associated with the use of 
technology. Digital flow theory refers to a state of deep immersion and total 
concentration in a digital activity, where the user experiences a combination of 
enjoyment and intrinsic interest (Guillén-Gámez et al., 2023). This concept was 
adapted from Mihaly Csikszentmihalyi's flow theory, which originally described “flow” 
as a state of mind in which a person is completely absorbed in a task (Csikszentmihalyi 
et al., 2014). In other words, this is “a psychological state in which the person feels 
simultaneously cognitively efficient, motivated, and happy” (Moneta and 
Csikszentmihalyi, 1996, p. 277). In the digital context, flow refers to activities 
performed with digital technologies or platforms, in which people feel high satisfaction 
while interacting with these tools (Zhan et al., 2024). In the context of this research, 
teachers and pedagogical trainees who enjoy the use of generative AI will achieve two 
key benefits: first, they will strengthen their digital skills, which will allow them to excel 
in a highly competitive and demanding labor market in digital skills.  

Finally, these teaching populations may experience stress or anxiety when learning 
to use AI and GenAI in educational contexts, mainly due to the impact of these 
emerging technologies on employment rates and social life (Hopcan et al., 2024). 
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Anxiety related to GenAI can be described as the uneasiness or fear that some people 
experience about the potential negative effects and risks that may arise with the use of 
these technologies in different social sectors (Wang and Wang, 2022). In the 
educational context, there are several reasons why educators may feel anxiety about 
AI. On the one hand, the idea that it may replace teachers, which would lead to a loss 
of jobs and to a decrease in educational quality (Wang et al., 2022). On the other hand, 
some teachers fear that AI systems may not be able to capture key aspects of teaching, 
such as building relationships with students and personalizing learning (Ouyang et al., 
2022). However, there is a third reason that has been little explored so far in the 
scientific literature: the possibility that teachers and pedagogues-in-training may not 
possess and acquire during the educational degree the necessary skills to use AI and 
GenAI, which could limit their ability to compete effectively in the labor and 
educational market.  

Taking into consideration this previous theoretical framework, the objective is to 
validate a psychometric instrument to assess both the responsible use of AI and GenAI 
by teachers and pedagogues in training, as well as intrinsic factors such as attitude, 
creativity, enjoyment (digital flow) and anxiety towards the integration of these 
technologies in tasks related to their teaching profession. 
 
METHOD 
 
Design and type of sampling 

 
To achieve the objectives of this study, a non-experimental design (ex post facto) 

was employed to evaluate the psychometric properties (reliability and validity) of the 
instrument designed. Data were collected through direct contact by the authors with 
their own students, as well as with other students from their universities and from 
other institutions offering teaching and/or pedagogy degrees. The sample was selected 
in a non-probabilistic manner during the months of September and October 2024, 
following a criterion of convenience, given the direct access to these groups. 
Participation was voluntary and anonymous, guaranteeing informed consent prior to 
data collection. The collection process was carried out during class time, with prior 
authorization from the teachers responsible for the subjects in which the students were 
enrolled. The purpose of the study was explained to the participants, and they were 
given clear instructions on how to complete the instrument. The administration of the 
questionnaire was carried out in digital format through an online platform (Google 
Forms), which allowed for collecting responses in an efficient and systematized 
manner. The final sample consisted of a total of 548 teachers and pedagogues in 
training. Table 2 shows the distribution of participants according to various 
demographic variables. 
 
Table 2 
Distribution of the sample of teachers in training 
 

Gender 
 
 
Age 
 

Female (81.60 %, n=447) 
Male (18.40 %, n= 101)  
 
Female (20.76±2.13) 
Male (23.15±6.46) 

Educational 
Stage 

Early Childhood Education (26.50%, n= 145) 
Primary Education (29%, n= 159) 
Pedagogy (6.6%, n= 36) 
Double Degree (30.30%, n= 166)  
Postgraduate (7.7%, n= 42) 
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Procedure in the elaboration of the instrument 
 

The instrument was created after reviewing the literature on the responsible use of 
AI by teachers and pedagogues in training, as well as intrinsic factors such as the level 
of creativity, technological enjoyment (digital flow) and stress towards the integration 
of AI in tasks related to their teaching profession. Having found few instruments on 
the subject, it was decided to design and create a psychometric instrument. A seven-
point Likert scale was used, where the value one was associated with the label “strongly 
disagree” while the value seven was associated with “strongly agree”. 
After reviewing the literature and developing a set of 41 items, we took into account the 
recommendations of Hair et al. (2010), which suggest collecting a sample between five 
and ten times the number of items in the questionnaire to analyze its psychometric 
properties. In this study, the initial items were 41, resulting in a ratio of 13.37, well 
above this recommendation. For the subsequent procedures, the guidelines 
recommended by Pérez and Carretero-Dios (2005) were followed: comprehension 
validity, construct validity, convergent and discriminant validity and reliability. The 
SPSS V24 and AMOS V24 software belonging to the IBM company was used for the 
development of the statistical analyses. 
 
RESULTS 
 
Comprehension validity: statistical analysis of items 

 
Considering that the study of the normality of the data through Kolmogorov-

Smirnov is very sensitive to small deviations in Likert-type scales, it was not considered 
as the only criterion of normality since it did not withstand its contrast (p. < .05). 
Instead, the criterion of Pérez and Medrano (2010) was followed to assess the validity 
of comprehension, who suggest that items with skewness and kurtosis between ±1.5 
are adequate, along with those with a standard deviation greater than 1 (Meroño et al., 
2018).  

Table 3 shows the instrument items organized according to their respective factors. 
The descriptive results indicated that all items have adequate validity of 
comprehension, since their values were within the established limits, except for item 
DIM2.1 which exceeded the recommended thresholds according to Pérez and Medrano 
(2010), therefore, it was eliminated. 
 
Table 3 
Skewness, kurtosis, and standard deviation coefficients 
 

 SD SK K 

DIM1 “Attitude towards the use of AI for employability as a future 
teacher or pedagogue.” 

   

DIM1.1. I believe that mastering AI tools will positively affect my job 
opportunities. 

1.75 -.90 .02 

DIM1.2. I believe that schools or socio-community institutions should hire 
educational agents with experience in the use of AI. 

1.73 -.57 -.49 

DIM1.3. I feel that having AI training will make me more competitive in the 
teaching job market. 

1.76 -1.04 .15 

DIM1.4. I think that a principal/manager/evaluator will see the ability to 
use AI as an important requirement for obtaining a job. 

1.73 -.43 -.70 
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 SD SK K 
DIM1.5. I believe that I will gain job opportunities if I adequately equip 
myself with the implementation of AI. 

1.69 -.78 -.28 

DIM1.6. I believe that if I develop skills in AI, I will have advantages over 
other colleagues when looking for a job.  

1.74 -.81 -.22 

DIM1.7. I believe that future job openings for teachers, educators, and 
pedagogues are increasingly focused on integrating AI into the educational 
process of individuals. 

1.76 -.58 -.62 

DIM1.8. I feel that, by developing AI skills, I will be perceived as a more 
innovative teacher/trainer by future colleagues. 

1.73 -.78 -.31 

DIM2 “Digital Flow in the responsible and safe use of AI” 

DIM2.1. I would like to learn AI applications that could be useful in my 
future career. 

1.61 -1.55 -1.50 

DIM2.2. I enjoy learning about AI applications. 1.63 -.79 -.60 

DIM2.3. I am motivated to investigate and become familiar with AI tools 
available for the educational world. 

1.64 -.83 -.50 

DIM2.4. I am interested in receiving additional training on AI applications 
that can improve my skills as a future teacher/educator/pedagogue. 

1.63 -1.02 .23 

DIM2.5. : I am motivated by the thought that mastering AI during my 
university education will allow me to stand out in the job market and 
increase my employment prospects in social institutions. 

1.68 -.90 -.56 

DIM2.6. I find it rewarding to think that learning to use AI tools during my 
undergraduate degree will enhance my employment opportunities in 
educational or socio-community centers or companies, as my ability to 
personalize the content of classes will be valued. 

1.64 -1.00 .27 

DIM2.7.I am motivated by the thought that mastering AI during my 
university degree will increase my chances of being hired in educational 
and social institutions that seek to innovate in their educational programs. 

1.65 -.94 .12 

DIM2.8. I believe that learning AI during my undergraduate degree will be 
a decisive factor to excel in institutions that promote digital education and 
interactive learning. 

1.66 -.80 -.26 

DIM2.9. I am confident that the ability to create immersive learning 
experiences with AI will be an important differentiator when applying for 
jobs in partnerships that support community development. 

1.63 -.92 .12 

DIM2.10. I would like to learn about the use of AI for educational content 
creation during my undergraduate degree as it will help me be more 
competitive in sectors where teachers are expected to adapt to new 
technologies. 

1.62 -1.14 .50 

DIM3 “Creativity to use AI responsibly as a future teacher or pedagogue” 

DIM3.1. I consider that I have the necessary creativity as a future 
educational agent to plan my educational actions with AI. 

1.48 -.76 .07 

DIM3.2. I believe that I have enough creativity to adapt the contents that I 
am learning in my university degree with Artificial Intelligence to the 
groups with which I will work in my future labor market. 

1.43 -.64 -.20 

DIM3.3. I feel that I could be creative in developing innovative educational 
materials using AI. 

1.48 -.70 -.16 

DIM3.4. I feel that I could create interactive and engaging activities with 
the help of AI, adapted to the groups I will be working with once I finish my 
undergraduate degree. 

1.50 -.67 -.20 

DIM3.5. I believe that I possess the ability to create personalized and 
immersive learning experiences using AI. 

1.57 -.63 -.32 

DIM3.6. I know that I can use my creativity to adapt and improve my 
future educational tasks with AI to better serve the needs of the groups I 
will be working with. 

1.52 -.71 -.19 

DIM3.7. I consider that I could develop innovative activities with AI in 
order to use them in social and educational institutions. 

1.52 -.77 -1.06 
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 SD SK K 

DIM4 “Anxiety about using AI in my future work context” 

*DIM4.1. I find it stressful to consider the skills I need to acquire about AI 
during my undergraduate degree to excel in my future job as a 
teacher/educator. 

1.83 -.11 -1.06 

*DIM4.2. I am burdened by the idea that the lack of knowledge taught in 
college about AI may limit my job opportunities in the educational field. 

1.89 .26 -1.16 

*DIM4.3. I feel frustrated when faced with the pressure of learning to use AI 
tools for the creation of educational resources. 

1.88 -.06 -1.14 

*DIM4.4. I am concerned that I will not have enough time to develop the 
necessary skills in AI before I enter the job market. 

1.85 .16 -1.11 

*DIM4.5. I find it difficult to imagine how to integrate AI into my classes 
without feeling overwhelmed by the learning load. 

1.84 -.15 -1.09 

*DIM4.6. I get tired thinking about the complexity of learning how to create 
teaching materials with AI during my undergraduate degree while I am 
finishing my studies. 

1.91 -.23 -1.15 

*DIM4.7. I am worried about the possibility that my skills in AI will not be 
enough to compete in the job and educational market. 

1.91 .12 -1.20 

DIM5 “Responsible use of AI for employability as a future teacher or pedagogue.” 

DIM5.1. I consider privacy and responsible use of data when implementing 
AI tools. 

1.67 -.88 -.92 

DIM5.2. I am aware of the possible negative consequences of the misuse of 
AI and try to avoid them in my activity. 

1.62 -.99 -.93 

DIM5.3. As a future professional, I inform myself about the rules and 
regulations for the responsible use of AI focused on the tasks of my future 
labor market. 

1.85 -.35 -.93 

DIM5.4. I am concerned about the social, ethical, and responsible use 
implications of AI, which may affect the groups I will work with in my 
future labor market. 

1.64 -.75 -.22 

DIM5.5. I believe that future professionals should be aware of the role that 
AI will play in education and be prepared to manage it responsibly in our 
professional practice. 

1.39 -1.32 1.18 

DIM5.6. I think it is essential for future professionals to be trained in the 
responsible use of AI in our future work practices. 

1.45 -1.24 .82 

DIM5.7. I feel in charge of learning about the responsible use of AI to better 
prepare myself for my future job market. 

1.46 -1.04 .43 

DIM5.8. I care about the social and responsible use implications of AI in the 
design and creation of AI-enabled learning materials. 

1.57 -.89 .02 

DIM5.9. I think that the responsible use of AI will be a key competency in 
the work environment. 

1.44 -1.27 .98 

Note: SD= standard deviation; SK= skewness; K= kurtosis. * Items in reverse order 
Source: elaborated by the authors. 

 
After verifying the values of dispersion, skewness and kurtosis, we checked 

whether the reliability of each item increased or decreased in comparison with the 
overall Cronbach's Alpha when it was eliminated. The homogeneity index (corrected 
item-total correlation) was also checked to discard items with coefficients lower than 
0.4 (Shaffer et al., 2010). Therefore, items DIM4.1, DIM4.3, DIM4.5, DIM4.6 were 
eliminated for subsequent procedures. Table 4 shows the statistics for each item after 
eliminating the items with low reliability load. 
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Table 4 
Scale discrimination index analysis 
 

 
Scale mean if 

the element has 
been removed 

Scale variance  
if the element  

has been 
suppressed 

Total 
correlation of 

corrected items 

Cronbach's 
alpha if the  

item has been 
removed 

DIM1     

DIM1.1 174.2755 1379.630 .670 .962 

DIM1.2 174.7920 1381.269 .667 .962 

DIM1.3 174.2372 1373.995 .712 .961 

DIM1.4 174.9489 1379.683 .681 .962 

DIM1.5 174.4562 1373.645 .746 .961 

DIM1.6 174.5365 1376.958 .700 .961 

DIM1.7 174.8522 1381.984 .650 .962 

DIM1.8 174.4982 1376.503 .704 .961 

DIM2     

DIM2.2 174.5456 1387.930 .654 .962 

DIM2.3 174.4635 1382.026 .698 .961 

DIM2.4 174.1898 1378.600 .732 .961 

DIM2.5 174.3832 1369.988 .785 .961 

DIM2.6 174.3047 1369.130 .812 .961 

DIM2.7 174.3376 1367.438 .820 .961 

DIM2.8 174.5018 1374.580 .752 .961 

DIM2.9 174.3759 1374.209 .773 .961 

DIM2.10 174.0949 1374.126 .776 .961 

DIM3     

DIM3.1 174.4069 1394.589 .665 .962 

DIM3.2 174.4507 1392.577 .706 .961 

DIM3.3 174.4124 1392.396 .684 .962 

DIM3.4 174.5128 1391.950 .679 .962 

DIM3.5 174.6788 1390.866 .654 .962 

DIM3.6 174.4872 1390.861 .677 .962 

DIM3.7 174.5255 1391.252 .675 .962 

DIM4     

DIM4.2 175.2263 1414.307 .466 .964 

DIM4.4 175.3339 1414.837 .573 .964 

DIM4.7 175.3522 1419.026 .529 .964 

DIM5     

DIM5_1 174.2938 1403.780 .509 .963 

DIM5_2 174.1478 1400.909 .548 .962 

DIM5_3 175.0310 1409.752 .409 .963 
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Scale mean if 

the element has 
been removed 

Scale variance  
if the element  

has been 
suppressed 

Total 
correlation of 

corrected items 

Cronbach's 
alpha if the  

item has been 
removed 

DIM5_4 174.4325 1405.332 .505 .963 

DIM5_5 173.7391 1401.034 .643 .962 

DIM5_6 173.8139 1399.421 .631 .962 

DIM5_7 174.0201 1396.389 .656 .962 

DIM5_8 174.1880 1397.703 .597 .962 

DIM5_9 177.7591 1231.130 .669 .950 
Source: elaborated by the authors. 

 
Finally, in the context of this type of validity, Asencio et al. (2017) recommend 

verifying the unidimensionality of the instrument, i.e. the level of common variance 
between test items, by analysing the correlation between its different dimensions. 
Table 5 shows the correlation matrix between the instrument's latent factors after 
applying oblimin rotation, indicating that the factors are correlated. This result 
suggests that the instrument has a unidimensional structure, based on five latent 
factors. 
 
Table 5 
Factorial correlation matrix 
 

Latent Factors DIM2 DIM5 DIM3 DIM4 DIM1 

DIM2 1.000     

DIM5 .421 1.000    

DIM3 .544 .501 1.000   

DIM4 -.267 -.244 -.207 1.000  

DIM1 .683 .381 .513 -.306 1.000 
Source: elaborated by the authors. 

 
Construct validity: exploratory factor analysis 

 
After checking the comprehension validity, the unidimensionality of the 

instrument was assessed by means of the AFE. This type of validity was conducted 
under the Oblimin rotation and Principal Axes Factorisation method to account for 
most of the common variance. This approach is adequate even when the assumption 
of normality is not fully met (Fabrigar et al., 1999). 

First, the items were tested for adequacy with respect to their factor membership 
to their latent factors with Bartlett's test of sphericity (Chi-square= 22279.671; gl=666; 
p. < 0.05) and the Kaiser-Meyer-Olkin index of sphericity (KMO= 0.960). Both 
coefficients were satisfactory. According to Cattell's (1966) Kaiser criterion, only 
factors with eigenvalues greater than 1 should be extracted; in this case, the first five 
latent factors met this criterion, as shown in Table 6. Thus, the scale created consists 
of five factors, explaining a total variance of 76.89%: DIM2 (47.13%), DIM5 (11.07%), 
DIM3 (7.32%), DIM4 (6.05%), and DIM1 (5.32%). 
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Table 6 
Eigenvalues and explained variance 
 

Latent factors Eigenvalues % of variance % Cumulated 

DIM2 17.435 47.123 47.123 
DIM5 4.095 11.069 58.192 
DIM3 2.708 7.320 65.511 
DIM4 2.237 6.046 71.557 
DIM1 1.970 5.324 76.881 

Source: elaborated by the authors. 
 

Table 7 shows that the highest percentage of true variance in the unidimensionality 
of the instrument was dimension 2 (Technological enjoyment in the responsible and 
safe use of AI), including items DIM2.4, DIM2.3, DIM2.10, DIM2.8, DIM2.5, DIM2.2, 
DIM2.7, DIM2.6, and DIM2.9. The second factor with the highest loading was 
dimension 5 (Responsible use of AI for employability as a future teacher or educator), 
including items DIM5_2, DIM5_8, DIM5_4, DIM5_7, DIM5_1, DIM5_6, DIM5_5, 
DIM5_9, DIM5_3. The third factor with the highest saturation was dimension 3 
(Creativity to use AI responsibly as a future teacher or pedagogue), including items 
DIM3.4, DIM3.5, DIM3.7, DIM3.6, DIM3.3, DIM3.2 and DIM3.1. The fourth factor in 
order of saturation was dimension 4 (Anxiety to use AI in my future work context), 
with items DIM4.7, DIM4.2 and DIM4.4. The factor with the lowest percentage was 
dimension 1 (Attitude towards using AI for employability as a future teacher or 
educator), with items DIM1.6, DIM1.5, DIM1.4, DIM1.7, DIM1.3, DIM1.8, DIM1.2 and 
DIM1.1. 
 
Table 7 
Rotated factorial loadings 
 

Dimensions 
Latent Factors 

1 2 3 4 5 

DIM2.4 .892     

DIM2.3 .858     

DIM2.10 .832     

DIM2.8 .831     

DIM2.5 .816     

DIM2.2 .812     

DIM2.7 .809     

DIM2.6 .794     

DIM2.9 .777     

DIM5.2  .872    

DIM5.8  .852    

DIM5.4  .829    

DIM5.7  .809    

DIM5.1  .799    

DIM5.6  .782    
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Dimensions 
Latent Factors 

1 2 3 4 5 

DIM5.5  .730    

DIM5.9  .694    

DIM5.3  .619    

DIM3.4   .897   

DIM3.5   .888   

DIM3.7   .880   

DIM3.6   .872   

DIM3.3   .859   

DIM3.1   .795   

DIM3.2   .794   

DIM4.7    .881  

DIM4.2    .867  

DIM4.4    .845  

DIM1.6     .921 

DIM1.5     .908 

DIM1.4     .866 

DIM1.7     .850 

DIM1.3     .803 

DIM1.8     .792 

DIM1.2     .735 

DIM1.1     .662 
Source: elaborated by the authors. 

 
Construct validity: confirmatory factor analysis 

 
After the EFA, the CFA was performed to verify the fit of the data by means of a 

structural equation model, with the purpose of evaluating the fit of the theoretical 
model identified in the EFA, according to the recommendations of Thompson (2004) 
and other authors with the creation of their psychometric instruments (Guillén Gámez 
et al., 2024; Soriano-Alcantara et al., 2024). To interpret the CFA indices, the 
recommendations of Bentler (1989) and Hu and Bentler (1999) were followed: 
minimum discrepancy/degrees of freedom (CMIN/DF), where values below 5 indicate 
a reasonable fit; root mean squared error of approximation (RMSEA), with values 
below 0.07 considered optimal; and the goodness-of-fit (GFI), comparative fit (CFI) 
and normed fit (NFI) indexes, considered adequate when they are equal to or above 
0.9. 

Different psychometric models were carried out in which the following items were 
eliminated until the model with the best psychometric properties was found: DIM1.1, 
DIM1.2, DIM1.8, DIM2.2, DIM2.3, DIM2.9, DIM3.1, DIM3.2, DIM5.1, DIM5.3, 
DIM5.4: CMIN/DF (2.487) with a highest lower than 5; RMSEA (.052), being lower 
than .07; GFI (.910), CFI (.973) and NFI (.955) with values higher than .90. Figure 1 
presents the final factor model obtained from the CFA. This figure also shows the 
standardised correlation values derived from the CFA. 
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Figure 1  
Structural equation modelling. Final instrument. Own elaboration 

 

 
Source: elaborated by the authors. 

 

 
Convergent and discriminant validity 

 
Once the construct validity was carried out under the EFA and CFA, two further 

types of validity were verified. On the one hand, convergent validity, which refers to 
the confidence that the items assessed measure the same latent factor (Cheung and 
Wang, 2017), using the average variance extracted (AVE) values which have to be 
greater than .50, as recommended by Hair et al. (2010). In addition, the square root 
value of the AVE on the diagonal should be greater than the correlations between 
factors (Hair et al., 2010). Table 8 shows that the AVE values exceed .50 and that the 
square roots of the AVEs (on the diagonal and in bold) are greater than the correlations 
between the latent factors. And, on the other hand, discriminant validity, which 
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assesses to what extent a construct is truly different from other constructs within a 
research model, and for this purpose the MSV index (maximum shared variance 
squared) is used, whose requirement is that its value is lower than the AVE of each 
latent factor (Fornell and Larcker, 1981). According to the results in Table 8, the 
discriminant validity between the latent factors of the instrument is preserved. 

 
Table 8 
Convergent and discriminant validity coefficients 
 

Factors AVE MSV 

AVE square root (diagonal) and Correlations between 
factors 

DIM2 DIM5 DIM3 DIM4 DIM1 

DIM2 .819 .521 .905     

DIM5 .735 .300 .548 .857    

DIM3 .799 .319 .565 .520 .894   

DIM4 .750 .097 -.312 -.280 -.222 .866  

DIM1 .751 .521 .722 .445 .518 -.301 .866 

Source: elaborated by the authors. 
 
Reliability analysis 

 
Finally, the reliability of each latent factor of the instrument was calculated, as well 

as the overall internal consistency. For this purpose, Cronbach's alpha, Spearman-
Brown, Guttman and composite reliability (CR) coefficients were used, taking into 
consideration that the recommended values should be higher than 0.7 (Nunally, 1978; 
Heinzl et al., 2011). The results obtained for the four indices were very satisfactory 
(Table 9), indicating that the internal consistency of the instrument is adequate. 
 
Table 9 
Reliability Coefficients 
 

Dimension DIM1 DIM2 DIM3 DIM4 DIM5 TOTAL 

Alfa de Cronbach .937 .964 .952 .900 .941 .924 
Spearman-Brown  .929 .954 .945 .902 .903 .792 
Guttman .888 .963 .899 .808 .903 .770 
CR .938 .964 .952 .900 .943 - 

Source: elaborated by the authors. 
 
  

https://doi.org/10.5944/ried.28.2.43288


RIED-Revista Iberoamericana de Educación a Distancia - E-ISSN: 1390-3306 

________________________________________________________________________________ 
Gómez-García, M., Ruiz-Palmero, J. Boumadan-Hamed, M., & Soto-Varela, R. (2025). Perceptions of future teachers and 

pedagogues on responsible AI. A measurement instrument. [Percepciones de futuros docentes y pedagogos sobre uso 
responsable de la IA. Un instrumento de medida]. RIED-Revista Iberoamericana de Educación a Distancia, 28(2), 105-

130. https://doi.org/10.5944/ried.28.2.43288 

CONCLUSIONS AND DISCUSSION 
 

In the current educational context, marked by the rapid integration of AI and 
GenAI (Şahín, 2024), this study set out to develop and validate an instrument to 
measure the self-perceptions of trainee teachers and educationalists on the use of AI 
and its relevance in the labour market. Given the growing importance of this emerging 
technology in the training and professional environment, having a tool that assesses 
multiple dimensions of AI and GenAI use is essential (Ng et al., 2021), as educators will 
be able to take advantage of these tools to personalise learning for students, generate 
multimedia content such as images, videos or text, as well as analyse learning in real 
time (Ruiz-Rojas et al., 2023).  

Most of the measurement instruments created so far have used general student 
samples (Hornberger et al., 2023; Marquina et al., 2024; Nazaretsky et al., 2022; Saz-
Pérez et al., 2024; Ng et al., 2023; Grájeda et al, 2024; Chai et al., 2024; Üzüm et al., 
2024; Morales-García et al., 2024; Yilmaz et al., 2023), but very few have been focused 
on teachers and pedagogues in training (Espinoza-San et al., 2024), giving added value 
to this study. This instrument allows measuring not only the ethical and responsible 
commitment to technology in terms of employability, but also the attitude of teachers 
and trainee teachers towards how the use of AI and GenAI could influence their job 
opportunities. In addition, it includes the assessment of factors such as technological 
enjoyment (digital flow), creativity in the use of AI and the degree of anxiety associated 
with its learning and application, which are key aspects for their professional 
development. 

To create the psychometric instrument, the steps recommended by different 
studies carried out by Pérez and Carretero-Dios (2005), Guillén Gámez et al. (2024) or 
Soriano-Alcántara et al. (2024) were followed. For this purpose, an initial version of 
the instrument was developed with a total of 41 items divided into five latent factors. 
The items were created for a seven-point Likert scale. In the psychometric validation 
process, it was found that the sample was adequate, far exceeding the recommendation 
of Hair et al. (2010), by having several participants that multiplied by 10 the number 
of items (with an initial proportion of 13.37, and in the final version of the instrument 
of 21.92).  

To ensure the validity of comprehension, items that did not meet the established 
ranges were eliminated, based on the skewness and kurtosis coefficients and the scale's 
discrimination index, as recommended by Meroño et al. (2018) and Pérez and 
Medrano (2010). In relation to construct validity, no items were discarded during the 
PFA as they all reached the minimum saturation loading of .40, following Cattell's 
(1966) recommendations. The process resulted in the five latent factors described 
above which explained 76.89% of the true variance in the participants' scores. 

Several adjustments were made to the CFA with the elimination of the items with 
the worst saturation in their corresponding latent factors, until a good fit was 
identified, according to the criteria of Bentler (1989) and Hu and Bentler (1999). In 
this final version, the coefficients found for the CFI, NFI, RMSEA or CMIN indices were 
really satisfactory. In addition, the convergent and discriminant validity of this final 
version of the instrument was tested, based on the guidelines recommended and 
followed by Cheung and Wang (2017), Guillén Gámez et al. (2024) or Soriano-
Alcantara et al. (2024). Specifically, we found satisfactory values for both the AVE 
index and the MSV index, as recommended by authors of great relevance in the 
scientific community such as Hair et al. (2010) and Fornell and Larcker (1981). 
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As for the reliability of the instrument, excellent psychometric properties were 
obtained as measured by Cronbach's Alpha index, both in the five latent factors that 
make up the instrument, as well as in the overall assessment of the instrument 
(α=.924). The other fit indices used to test the internal consistency of the instrument, 
such as Spearman-Brown, Guttman two-halves and composite reliability (CR), also 
supported the reliability of the instrument. The coefficients fell within the ranges 
recommended by Heinzl et al. (2011) and Nunally (1978). 

After the different statistical analyses carried out, the final version of the 
instrument consisted of 25 items, classified into five factors. The first factor, entitled 
‘Attitude towards the use of AI for employability as a future teacher or pedagogue’ was 
finally composed of five items; the second factor entitled ‘Digital flow in the responsible 
and safe use of AI’ was composed of a total of six items; the third factor was entitled 
‘Creativity to use AI responsibly as a future teacher or pedagogue’ with a total of five 
items; the fourth factor was ‘Anxiety to use AI in my future work context’ with a total 
of three items; and finally, the fifth dimension was ‘Responsible use of AI for 
employability as a future teacher or pedagogue’ with a total of six items.  

Although the results obtained show satisfactory reliability and validity, there are 
certain limitations that must be acknowledged. The sample used in this study, 
composed exclusively of trainee teachers in Spain and selected by non-probability 
sampling, represents a limitation that restricts the generalisability of the results to 
other cultural and educational contexts. The absence of random selection and the focus 
on a single country may influence the applicability of the findings to different 
educational realities. To mitigate this limitation, future studies could extend the 
sample by random and stratified sampling to include trainee teachers and 
educationalists from different educational levels and geographical regions, both within 
Spain and in other countries. Replication of the study in international contexts would 
also allow the validity of the instrument to be assessed in different educational and 
socio-cultural settings, which would help to increase its applicability and robustness. 
It would also be valuable to carry out longitudinal studies to analyse how the 
perception and use of the GenAI evolves over time and in line with progress in teacher 
education.  

It would also be useful to adapt and validate the instrument in multicultural 
settings to conduct mixed studies involving both trainee teachers and pedagogues and 
management teams from educational and work institutions, to understand how the use 
of AI and GenAI affects teaching practice in the classroom and in work management. 
In other words, as future work, it is suggested to complement the quantitative approach 
with qualitative analyses that allow for a deeper understanding of participants' 
perceptions and experiences. The integration of interviews or focus groups could 
provide more detailed insights into the use of AI. In addition, the rapid evolution of 
this technology and the variability in the self-perception of AI and GenAI by the 
analysed group may require future adaptations of the instrument that has been 
created, to maintain its relevance and the pertinence of the items to the instrument 
itself. 

Regarding the theoretical and practical implications of this scientific study, the 
creation of this instrument contributes to the field of education by providing a 
framework for assessing the responsible use of AI and GenAI and their relevance in the 
labour market. The creation of this instrument offers a valuable guide for the design of 
training programmes that integrate AI and GenAI in an ethical and effective way, 
analysing self-perception in beliefs, creativity, technological enjoyment (digital flow) 
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or anxiety levels when having to learn the safe use of these emerging tools to include 
them in their future professional practice.  

In addition, this instrument allows institutions to identify specific areas of training 
in AI and GenAI, to strengthen the employability of graduates not only in the 
educational context of trainee teachers at the Primary and Early Childhood Education 
stages, where many will work in schools, but also in other work and socio-community 
environments in which educationalists will work. In this way, AI and GenAI training 
will not only enhance the career prospects of this group but also expand their 
opportunities in sectors that value advanced technological skills, thus responding to 
the demands of a constantly evolving labour market. 
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