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ResUMEN: Vivimos en un contexto marcado por la crisis medioambiental mundial,
aunque también por los desarrollos tecnocientificos emergentes que van a transformar
profundamente la vida social. En este trabajo nos centraremos en la perspectiva ética de
confluencia entre la problemdtica ecoldgica y los desarrollos de innovacién en el campo
de la robética. Un enfoque ético para la implementacién de la robética en el marco de
la Agenda 2030 exige un compromiso con el medio ambiente apoyado en un modelo
de innovacidn social en la estela de la quintuple hélice. Defendemos que una robética
ética comprometida con el medio ambiente requiere una cultura constructiva de didlogo
entre los afectados por esta actividad.
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ABsTrACT: We live in a context marked by the global environmental crisis, but also
by emerging techno-scientific developments that are going to profoundly transform
social life. In this text we will focus on the ethical perspective of ethical of confluence
between ecological issues and innovation developments in the field of robotics. An
ethical approach to the implementation of robotics, within the framework of the 2030
Agenda, requires a commitment to the environment supported by a model of social
innovation in the wake of the five-fold helix. We defend the idea that an ethical robotics
committed to the environment requires a constructive culture of dialogue among those
affected by this activity.

Keyworps: Robotics, environment, ethics, 2030 agenda, quintuple helix.

1. Introduccion

En las tltimas décadas se ha producido una aceleracién de la degradacion del
medio ambiente global, destacada por importantes estudios cientificos, como los
del Intergovernmental Panel on Climate Change (IPCC) (Solomon et al., 2007),
declaraciones como las de la World Meteorological Organization (2020) y rei-
vindicaciones del movimiento social ecologista. Es lo que se ha dado en llamar
Era del Antropoceno (Crutzen y Stoermer, 2000), una etapa surgida como con-
secuencia de la profunda huella ecolégica y geoldgica generada por la especie
humana, cuyas consecuencias no solo son la mayor vulnerabilidad que afecta a
los ecosistemas, sino también la mayor vulnerabilidad social y de salud humana
(Lépez, 2016). También hay que tener en cuenta la existencia de evidencia a
favor de una conexidn entre el fenémeno del cambio climdtico y la propagacién
virica (Flores, Enjuanes y Domingo, 2017; Lépez, 2016: 93). Un ejemplo de la
creciente vulnerabilidad humana provocada por el desequilibrio medioambien-
tal es la crisis pandémica originada por el virus SARS-CoV-2, que encuentra su
origen en el cambio climdtico, como sefiala una reciente investigacién que pone
de relieve el origen zoonético de nuevas enfermedades infecciosas (Beyer, Manica
y Mora, 2021).

Esta Era estd amparada por una idea de progreso técnico, fruto de la Ilus-
tracién, que no vislumbraba las graves consecuencias medioambientales de las
transformaciones sociotécnicas (Crutzen y Stoermer, 2000). Se caracteriza por
la imbricacién entre la ciencia, la tecnologia y la economia, y ha construido un
modelo institucional de desarrollo basado en el crecimiento de la produccién
y del consumo, ajeno en buena medida a los limites planetarios y dejando al
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margen los valores ecolégicos. Las graves repercusiones para el medio ambi-
ente que presenta hoy dicho modelo exigen la introduccién de reformas socia-
les en el sistema econémico que permitan avanzar en justicia social y en una
justicia ecoldgica que frene la degradacién y proteja los equilibrios medioam-
bientales (Berzosa, 2016). En coherencia con este objetivo ético-politico de
avanzar hacia un contexto econémico ecoldgicamente equilibrado se requiere
también una reorientacidon del sistema tecnocientifico para conseguir que se
adecue responsablemente a los limites ecolégicos planetarios (Winner, 1987;
Riechmann, 2014). Frente a una tecnociencia «ensimismada» (Cortina, 2019),
se requiere una tecnociencia compatible con el valor interno del medio ambiente,
lo cual compromete éticamente la formacién académica y la posterior labor
desempefiada por los profesionales de la ciencia y la tecnologfa. Tal compromiso
ha de extenderse también al dmbito de las empresas (Garcia Marzd, 2011), cuya
actuacion, si es verdaderamente social y medioambientalmente responsable, las
convierte en «agentes de justicia» (Garcia Marzd, 2009).

El objetivo tltimo de la reorientacién ético-politica del sistema econdémico
y de la tecno-ciencia radica en alcanzar un desarrollo humano sostenible que
responda conjuntamente al valor de la dignidad humana, tanto de las genera-
ciones actuales como de las futuras, y al valor intrinseco del mundo natural, que
plantea la exigencia de cuidarlo (Cortina, 2009; Vicente, 2016). Los Objetivos
de Desarrollo Sostenible (ODS) incluidos en la Agenda 2030 (ONU, 2015)
constituyen exigencias que enlazan las perspectivas humanista y ecolégica que
han de pivotar verdaderamente sobre el ser humano, mejorando la justicia social

y la sostenibilidad del planeta (de Tienda, Arenas y Gracia, 2020).

La necesidad de dichas transformaciones es mds acuciante en el contexto
actual de la cuarta revolucién industrial (Schwab, 2016), en la que cobran un
papel muy relevante tecnologfas emergentes, como la robética. Hay que tener
en cuenta que estas tecnologfas se caracterizan por su potencial y ambivalencia
(Jonas, 1996: 33-34; De Cézar y Nufez, 2017: 53-54). En virtud de este cardc-
ter, se incrementa la necesidad de una mayor responsabilidad” de los expertos, las

2 Hans Jonas (1995; 1996) puso de relieve que la repercusién planetaria y la orientacién

hacia el futuro que tienen las consecuencias de la técnica moderna exige, en contrapartida,
una ampliacién de la ética. Frente al desmesurado poder humano introducido con la técnica
moderna y las amenazas que ésta genera al conjunto de la biosfera, Jonas considera que la
responsabilidad constituye una categoria moral central equilibradora, que ha de ser propor-
cional a dicho poder técnico. No obstante, la problemdtica de la responsabilidad va mds all4
del plano moral y también se sitda en el terreno juridico.

ENDOXA: Series Filosficas, n.° 56, 2025, pp. 177 - 199. UNED, Madrid



180 ANTONIO LUis TERRONES RODRIGUEZ / MANUEL APARICIO PAYA

empresas y las instituciones pablicas de investigacién que las desarrollan y una
efectiva participacion ciudadana. No obstante, es preciso destacar que apoyarse
en la tecnociencia emergente para la solucién de los problemas medioambienta-
les globales resulta insuficiente si conduce a un mero solucionismo tecnoldgico
(Morozov, 2015) y si no se produce sobre un imprescindible trasfondo ético soli-
dario universalista (Conill, 2019). Por otra parte, para alcanzar tal finalidad, se
requiere, a nuestro entender, avanzar hacia una visién del trabajo tecnocientifico
que se sitte en la senda de un marco ético de innovacién social que fomente la
corresponsabilidad solidaria de los diferentes actores implicados. Dicho marco
implica el trdnsito de una solucién tecnocritica a un proceder participativo en
los disefios tecnoldgicos, introduciendo la tecnologia en el 4mbito de la delibe-
racién publica entre los diferentes agentes sociales implicados (Broncano, 2000:
259-282).

Nuestra pretensién en este trabajo es centrarnos en un enfoque eco-ético del
desarrollo de la robética, pues, como sefialan Aimee van Wynsberghe y Justin
Donhauser (2018), las aplicaciones criticas de los robots para la innovacién y
proteccién medioambiental no han recibido casi atencién en la literatura sobre
roboética. Los ODS suponen una especie de imperativo mundial al que la robé-
tica ha de ajustarse, pues una ética aplicada a la robética «tiene la tarea no solo
de criticar los intentos de los ingenieros de robots para lograr la integracién de
estas mdquinas en nuestra vida, sino también, y lo que es mds importante, de
sugerir formas para lograr mejores resultados de los que se ofrecen actualmente»
(Sullins, 2011: 233). No obstante, hay que tener en cuenta que un enfoque
eco-ético de desarrollo de la robética exige una sensibilizacién previa por parte
de los actores implicados. En este sentido, proponemos, en segundo lugar, un
modelo para la investigacién y la innovacién social que estard fundamentado
en la quintuple hélice. Entendido como un modelo teérico orientado a la inno-
vacién y sustentado en cinco esferas que intercambian saberes y sentires con
el propésito de generar y promover un desarrollo sostenible para la sociedad
(Carayannis y Campbell, 2012). Finalmente argumentamos la necesidad de un
enfoque critico-normativo del modelo que proponemos, recurriendo a la ética
del didlogo planteada por Apel y Habermas, asi como a la versién cordial de la
misma desarrollada por Adela Cortina.
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2. Invitacion ética en el contexto de la Agenda 2030

El intento de definir el término «robot» destaca por su dificultad, pues exis-
ten diferentes disefos, capacidades, tamanos y funciones que son asignadas a
esta tecnologfa, lo que hace que no sea una tarea ficil encontrar una definicién
absoluta. Segtn el World Economic Forum, el robot se caracteriza por ser una
mdquina electromecdnica, hibrida y biolégica para aumentar o ayudar a las activi-
dades humanas, de forma auténoma o de acuerdo con instrucciones establecidas

(World Economic Forum y A. D. Bank, 2017: 21).

Los robots no deben ser estudiados al margen de las consideraciones sociotéc-
nicas de las sociedades actuales, pues influyen en su desarrollo a través de aspectos
que pueden no ser anticipados durante el disefio. En ese sentido, la preocupacién
humana por la robética se traduce en lo que se conoce como roboética, una rama
de la ética aplicada ocupada de abordar cuestiones relacionadas con la ética de
las personas que disefian y utilizan robots; con el sistema ético integrado en los
robots; y con los criterios éticos seguidos para mediar la relacién humano-robot

(Tzafestas, 2015).

Para esclarecer el concepto de una robética sensibilizada con el medio
ambiente es necesario utilizar la distincién empleada por van Wynsberghe y
Donbhauser, quienes diferencian entre robética industrial y medioambiental. La
primera se destina a la realizacién de trabajos en el entorno de los centros indus-
triales; mientras que la segunda funciona fuera de este entorno industrial. Estos
robots ambientales se adhieren a la definicién de robots de servicio ofrecida por
la International Organization for Standardization (ISO), dado que sehala que los
robots de servicio desempenan tareas que resultan de utilidad para los humanos,
excluyendo aplicaciones industriales, y, al mismo tiempo, operan con diversos
grados de autonomia (ISO, 2012). Por consiguiente, y en la estela de la robética
de servicio, se sitda la robética responsable con la sostenibilidad medioambiental.

Una ética aplicada al 4mbito de la robética se plantea orientar la actividad
de esta tecnologia, asumiendo la responsabilidad de reconocer las problemdticas
morales subyacentes. La ética proporciona un marco reflexivo fundamentado
en una hermenéutica critica a través del didlogo con los expertos y la inclusién
de testimonios valiosos (Cortina, 1996). La visién ética de las tecnologias auté-
nomas no debe reducirse a la mera instrumentalizacién para la consecucién de
determinados fines, pues la sostenibilidad constituye una finalidad de cardcter
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general (Wever y Vogtlander, 2015) y un ideal moral. Mds bien han de ser
contempladas, al igual que el conjunto de la tecnologia, como mediaciones’® en
nuestra agencia medioambiental que contribuyen a modificar ésta y transformar
el entorno natural en el que se insertan los funcionamientos humanos (Toboso y
Aparicio, 2019). En tanto que mediaciones sociotécnicas de nuestra accién sobre
el medio ambiente, hay que tener en cuenta: a) una mediacién ecolégicamente
adecuada dependera de los principios, valores y virtudes que impulsen intencio-
nalmente las acciones humanas en el seno de la sociedad, esto es, de cémo dichas
tecnologias queden orientadas éticamente desde principios normativos, y de que
el valor de la sostenibilidad resulte efectivamente incorporado en la tecnologia
(Van den Hoven, Vermaas, y Van de Poel, 2015); b) como mediacién sociotécni-
ca, la robética medioambiental tendrd que ser, en su disefio material, compatible
desde un punto de vista ecoldgico; ¢) en su resultado, tal mediacién tendria que
contribuir a conseguir un cuidado efectivo del entorno natural, en el contexto
de un marco social que logre un desarrollo humano sostenible. En conjunto,
la contribucién efectiva de estas tecnologias a la proteccién medioambiental se
medirfa Gnicamente en el grado en que se sustentan sobre un ezhos ecolégico
y pueden aportar un mejoramiento en las posibilidades sociales ofrecidas a la
agencia responsable y sostenible.

En 1987 la Comisién Mundial sobre el Medio Ambiente y el Desarrollo pre-
sent6 el informe Our Common Future (ONU, 1987) para ofrecer una definicién
de desarrollo sostenible como aquel que debe preocuparse por “la satisfaccion
de las necesidades de la generacién presente sin comprometer la capacidad de
las generaciones futuras para satisfacer sus propias necesidades”. La propuesta
del Informe Brundtland, titulo que recibe en virtud del nombre de la presidenta
de la comisién, Gro Harlem Brundtland, se sostiene sobre tres pilares elemen-
tales: proteccién medioambiental, desarrollo econémico y equidad social. En
este concepto moderno de sostenibilidad subyace un elemento esencial en el
que es conveniente insistir. Christian U. Becker afirma que dicho concepto estd
fundamentado en una serie de relaciones que son cruciales para comprender
sus implicaciones modernas (2011: 12). En primer lugar, destaca la relacién
entre los seres humanos y sus contempordneos en el contexto de la generacién
actual; en segundo lugar, subraya la relacién entre la generacién actual y las
generaciones futuras; y, en tercer lugar, la relacion entre los seres humanos y la
naturaleza, que resulta crucial. Asimismo, Becker apunta a los efectos ficticos

3 Entendemos que, frente a la mera visién instrumental de los objetos técnicos, las tecnolo-

gias pueden considerarse como sistemas de acciones humanas (Quintanilla, 1989: 34).
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y aspectos normativos que suscitan estas relaciones. En lo que respecta a los
aspectos normativos, se refiere a la comprensién, el disefio y la actualizacién del
modo segtin son establecidas estas relaciones, por ejemplo, ;qué disefio deberian
adoptar nuestros artefactos para ser sostenibles? ;Cémo impactan los actuales
modelos de robética en el medio ambiente?

Esta ampliacion extrahumana de las relaciones, es decir, del ser humano
con la naturaleza, precisa una evolucién de la sensibilidad moral para atender
los llamados de la biosfera y ofrecer un antidoto a la ruptura de sus equilibrios
(Domingo Moratalla, 1998: 52). Del mismo modo, las diversas manifestaciones
del dano a la Tierra exigen pensar el lugar del ser humano en el mundo y los
efectos ambivalentes de la tecnologia. En consecuencia, es posible afirmar que
el concepto de sostenibilidad apreciado en este trabajo posee una profunda
base ética, ya que, en esencia, en la idea de sostenibilidad estd presente el
reconocimiento y la puesta en valor de una relacién de cuidado hacia la
naturaleza y la humanidad. Por lo tanto, ubicar la reflexién sobre la robética en
el terreno de la sostenibilidad significa asumir la integracién de la responsabilidad
en el ethos como un valor ético imprescindible.

Con el propésito de aterrizar el concepto de sostenibilidad en el presente y
vincularlo al desarrollo de la robética, es importante subrayar en el plano uni-
versal el proyecto de la Agenda 2030, una iniciativa que aglutina un conjunto de
objetivos que constituyen un imperativo ético para el desarrollo, denominados
ODS. Esta agenda internacional, de la mano de los ODS, suministra una visién
holistica de los numerosos problemas que amenazan el bienestar de la humanidad
y la biosfera, a la par que involucra a todos los paises, los gobiernos, el sector
privado y la sociedad civil. En el predmbulo de la Resolucién aprobada por la
Asamblea General el 25 de septiembre de 2015 se detalla lo siguiente:

La presente Agenda es un plan de accién en favor de las personas, el
planeta y la prosperidad. También tiene por objeto fortalecer la paz univer-
sal dentro de un concepto mds amplio de la libertad. Reconocemos que la
erradicacion de la pobreza en todas sus formas y dimensiones, incluida la
pobreza extrema, es el mayor desafio a que se enfrenta el mundo y constituye
un requisito indispensable para el desarrollo sostenible.

Este plan serd implementado por todos los paises y partes interesadas
mediante una alianza de colaboracién. Estamos resueltos a liberar a la huma-
nidad de la tirania de la pobreza y las privaciones y a sanar y proteger nuestro
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planeta. Estamos decididos a tomar las medidas audaces y transformativas
que se necesitan urgentemente para reconducir al mundo por el camino de
la sostenibilidad y la resiliencia. Al emprender juntos este viaje, prometemos
que nadie se quedard atrés.

Los 17 Objetivos de Desarrollo Sostenible y las 169 metas que anuncia-
mos hoy demuestran la magnitud de esta ambiciosa nueva Agenda universal.
Con ellos se pretende retomar los Objetivos de Desarrollo del Milenio y
conseguir lo que estos no lograron. También se pretende hacer realidad los
derechos humanos de todas las personas y alcanzar la igualdad entre los géne-
ros y el empoderamiento de todas las mujeres y ninas. Los Objetivos y las
metas son de cardcter integrado e indivisible y conjugan las tres dimensiones
del desarrollo sostenible: econdmica, social y ambiental (ONU, 2015: 1)

El antecedente de los ODS se sittia en los Objetivos de Desarrollo del Mile-
nio (ODM) (ONU, 2000), un conjunto de metas adoptadas en el ano 2000
y que tienen como finalidad promover una alianza mundial para combatir la
pobreza extrema y afrontar otros desafios. José Antonio Sanahuja sostiene que,
a pesar de no presentar un cardcter vinculante, los objetivos planteados por
la ONU poseen un valor significativo y, por ende, tienen efectos discernibles
sobre la gobernanza ética (2015: 369). Asimismo, el espiritu discursivo que los
fundamenta, a tenor del amplio proceso de deliberacién publica que les prece-
de, constituye un elemento esencial para trasladar un influjo de inculturacién
ética en numerosos espacios. En virtud de esta esencialidad, la estimacién de la
Agenda 2030 conlleva un ensanchamiento de la moralidad debido a la necesidad
de reconocer y cuidar la vulnerabilidad que caracteriza a la biosfera (Martinez
Martinez, 2019). Asi pues, el desarrollo sostenible al que nos invitan los ODS
precisa una valoracién medioambiental también exigible a la tecnologfa.

Jeffrey Sachs (2015) propuso un marco para analizar el desarrollo sostenible
que atendia a cuatro pilares interdependientes entre si: desarrollo econémico,
desarrollo social, proteccién del medio ambiente y buena gobernanza (World
Summit of Sustainable Development, 2002). A este respecto, el desarrollo de la
robética encarna un enorme potencial para la economia y la sociedad e inaugura
un nuevo periodo histérico de desarrollo sostenible. Por esta razén los robots
destinados a la ecologfa, o ecobots, como los denominan van Wynsberghe y
Donhauser (2018) desempefian funciones ecoldgicas funcionales, por ejemplo,
sirviendo como el sustituto de un depredador; o aumentando el funcionamien-
to ecoldgico, a modo de mejora de los servicios del ecosistema. La robética y,
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ejemplarmente, los drones pueden contribuir a la lucha contra el cambio climd-
tico en la prevencién de la contaminacién y reduccién de emisiones, evaluacién
de riesgos, monitoreo de actividades ilegales, etc. (Choi-Fitzpatrick, 2014: 24),
accediendo, incluso, a lugares donde el ser humano presenta dificultades fisicas
(Dunbabin y Marques, 2012). Existen buenos ejemplos para ilustrar el empleo
de la robética en el cuidado medioambiental y, por ende, un compromiso con la
Agenda 2030. Treebor esta disenado para superar las limitaciones de otros robots
trepadores y se encarga de maximizar la eficiencia en la inspeccién y manteni-
miento de los drboles (Lam y Xu, 2012: 140); COTSbot, un AUV (siglas en
inglés de autonomous underwater vebicle) disenado para la bisqueda auténoma
de la estrella de mar depredadora de corona de espinas (Dayoub, Dunbabin y
Corke, 2015); o Lionfish, con un objetivo similar al pez leén (Hixon, Green,
Albins, Akins y Morris Jr. (2016). Estos casos ponen de manifiesto la posibilidad
de cultivar en el entorno de la tecnologia un deber para-con el medio ambiente
mediante la integracién del espiritu de los ODS, especialmente de los objetivos
13, accién por el clima; 14, vida submarina; y 15, vida de ecosistemas terrestres,
entre otros.

Finalmente, es preciso destacar que estas tecnologfas también pueden emplear
fuentes de energias no renovables y ocasionar riesgos medioambientales asocia-
dos a su implementacién (Greenpeace, 2020), o incluso delegar excesivamente
nuestra agencia y responsabilidad ecoldgica en tales artefactos en detrimento del
aflanzamiento de un ethos ecoldgico solidario ante esta problemdtica global. A
este respecto, es conveniente promover un nuevo modo de pensar y obrar en el
seno de la sociedad tecnologizada mediante un cuestionamiento de la exacerba-
cién de la racionalizacién cientifico-técnica y una defensa del mundo de la vida
como una fuente de recursos de donde obtener una racionalidad comunicativa
que resulta vital para la solidaridad ecoldgica (Conill, 2019).

3. Innovacion social y estimacion medioambiental

Los planteamientos sefialados en la Agenda 2030 sugieren la concrecién de
una metodologia cientifica fundamentada sobre criterios éticos de cardcter demo-
cratico. El European Group on Ethics in Science and New Technologies (EGE, 2018)
llevé a cabo una reflexién para destacar la necesidad de unos principios éticos
y democrdticos en el desarrollo de la tecnologia avanzada. Este grupo destaca
que el didlogo publico, la participacién y la inclusidn, asi como la sostenibilidad
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han de guiar el desarrollo y aplicaciones de la IA y la robética. Por otra parte, la
Comisién Europea (CE) ha publicado en los tltimos afos diversos estudios don-
de es abordada la importancia de la ética aplicada a la IA en el contexto europeo
(Comisién Europea, 2018b, 2019, 2020). En estas iniciativas es posible apreciar
el interés en una vision ética de la tecnologfa de cardcter proactiva que reclama
una innovacién abierta e inclusiva. Este cardcter proactivo también es resaltado
por Mark Coeckelberg cuando hace hincapié en la integracién de valores en el
disefio para una innovacién responsable (Coeckelberg, 2021: 13), una idea en
sintonia con el modelo de la quintuple hélice.

Floridi ez al. (2018) reflexionan sobre los principios orientadores de una IA
que incorpore beneficios, mitigue los dafios y evite el uso indebido y la infrauti-
lizacién. Argumentan que dichos principios son los ya conocidos principios de
la bioética (no maleficencia, beneficencia, autonomia y justicia) mds el principio
de explicabilidad. Una lectura de tales principios concordante con la defensa de
la sostenibilidad manifestada por el EGE, a modo de interseccién entre la ética
ecoldgica y la ética de los sistemas inteligentes, implica que dichos sistemas: a)
prevengan los danos a los seres humanos y al medio ambiente; b) beneficien
a la generacién actual, a las generaciones futuras y a la proteccién del medio
ambiente; ¢) estén sujetos a la autonomia humana para tomar decisiones sobre el
control medioambiental y favorezcan la responsabilidad humana en el desarrollo
sostenible; d) contribuyan a la justicia ecolégica y la solidaridad con las gene-
raciones futuras y e) sean explicables, en cuanto al desempefo de sus funciones
medioambientales, rindiendo cuentas sobre su efectivo cuidado ecolégico.

Retomando el valor imperativo de la Agenda 2030 en razén de la interseccién
normativa anteriormente mencionada, es preciso analizar el estatus moral de la
sostenibilidad, en aras de una mejor comprensién del alcance del modelo de la
quintuple hélice. Wibren van der Burg define los ideales morales como valores
que suelen estar implicitos o latentes en la ley, en la cultura piblica o moral de
una sociedad o grupo, que normalmente no pueden realizarse plenamente y tras-
cienden en parte las formulaciones e implementaciones histdricas contingentes
en términos de reglas y principios (2004: 29). Dicho esto, los ideales morales
constituyen un elemento esencial para la comprension de las practicas normati-
vas y su orientacién, en vista de la funcién estructuradora de la deliberacién que
tiene por objeto la deseabilidad futurible a la que aspiran esas practicas (Brom,

1998; van der Burg, 1997).
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La consideracién de la sostenibilidad como un ideal moral en el plano de
la Agenda 2030 resulta muy util para apreciar el valor orientativo que posee la
ética en el futuro de la robética, al menos por tres razones. En primer lugar,
argumenta el componente normativo de la sostenibilidad, especialmente cuando
la sostenibilidad se discute en términos técnicos y ficticos. En este sentido,
la perspectiva ética que promueve la sostenibilidad como un ideal moral estd
apuntando a la deseabilidad de una robética comprometida con el medio
ambiente. En segundo lugar, la nocién de la sostenibilidad como ideal moral
puede afrontar, al menos en parte, el problema de una definicién univoca de
sostenibilidad. A pesar de que en este trabajo ha sido asumido con prudencia
el concepto de sostenibilidad ofrecido en el Informe Brundland, es acertado
reconocer que existe una compleja discusion alrededor de este concepto. Pese
a que la nocién de ideal moral no resuelve el problema conceptual, contribuye
al esclarecimiento de précticas especificas que pueden resultar insostenibles en
el lado técnico y fictico. Finalmente, ese ideal moral favorece la apertura de
la reflexidn critica sobre la sostenibilidad, en vista de la combinacién de un
referente ideal y una orientacién préctica para la deseabilidad.

Segtin Luciano Floridi ez al., la adopcién de un enfoque ético comporta
una doble ventaja: por un lado, permite a las organizaciones aprovechar nuevas
oportunidades que sean socialmente aceptables; y por otro, contribuye a antici-
par, evitar y minimizar ciertos impactos derivados del curso tecnolégico (2018:
694). No obstante, las oportunidades de una ética aplicada dependen de situar al
conocimiento cientifico en un entorno de confianza piblica y responsabilidades
compartidas (Ferndndez-Beltrdn ez al., 2017). Asi pues, una tecnologfa confiable
en la proteccién medioambiental, precisa de un modelo teérico que integre un
enfoque ético y un diseno participativo en el que intervengan diferentes actores
y sensibilidades: la quintuple hélice.

Para comprender el valor y significado del modelo de la quintuple hélice, asi
como su aportacién en el dmbito de una ética aplicada a la robética responsable
con la sostenibilidad medioambiental, resulta fundamental echar la vista atrds. A
mediados de los afios 90, Henry Etzkowitz y Loet Leydesdorff (1995) formularon
el concepto de la denominada triple hélice, un modelo para el andlisis tedrico en
el crecimiento econémico, a través del que gobiernos, empresas e instituciones
educativas encontraban un espacio de trabajo conjunto para impulsar proyectos
comunes generadores de riqueza a la sociedad.
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La triple hélice se ha convertido en un modelo de innovacién convencio-
nal destacable por su predominio en el dmbito empresarial (Nedén, 2015: 7).
Encuentra su basamento en el denominado Tridngulo de Sabato, de finales de la
década de los 60, propuesto por John Kenneth Galbraith y desarrollado como
un modelo de gestién politica cientifico-tecnolégica por parte de Jorge Alberto
Sabato (1975). En virtud del progreso moral que experimentan las sociedades, el
modelo de la triple hélice ha presentado determinadas limitaciones que obstacu-
lizan la aplicacién de la ética en el proceso de innovacién, pues deriva en una cul-
tura monopolista y oligopolista del conocimiento, contraria a una disposicién al
didlogo que exige un mundo cada vez mds cambiante (Urra Canales, 2017: 184).

Posteriormente fue planteado un modelo més abierto e inclusivo, de cud-
druple hélice, enriqueciendo y ampliando el modelo anterior a partir de nuevas
consideraciones y reconocimientos (Huizingh, 2010). La cuddruple hélice supo-
ne un modelo bésico en la sociedad del conocimiento que integra a la sociedad
civil en los procesos de innovacién (Leydesdorf, 2010). Pensadores como Elias
Carayannis y David F. J. Campbell (2012), Anton Kriz, Courtney Molloy y
Sarah Bankins (2018), Kenneth Nordberg (2015) y Linda Hoglund y Gabriel
Linton (2017) afirman que la sociedad civil posee un valor fundamental para
los procesos de innovacién que puede articularse a través de mecanismos de
participacién e inclusién. Aspectos como los valores, la cultura, la informacién
y la comunicacién resultan esenciales para una innovacién que responda a nece-
sidades, problemdticas y controversias desde un punto de vista ético. La identi-
ficacién de la sociedad civil como la cuarta hélice significa el reconocimiento y
agrupacién de un conjunto de perspectivas que integran las partes interesadas
(McAdam, Miller y McAdam, 2016) y ofrecen aspectos claves dentro de los
sistemas de innovacién a través de dindmicas de entrelazamiento de saberes y
sentires (Cunningham, Menter y O’Kane, 2018).

Una vez indicados los antecedentes, es importante presentar el modelo de la
quintuple hélice como un terreno fértil desde el que promover una innovacién
social y responsable, en términos compartidos, para el cuidado medioambiental
como fundamentos para una ética aplicada a la robdtica. Aunque este modelo
mantiene la sociedad civil como un pilar de fortaleza para los procesos de inno-
vacién, ademds, sugiere el reconocimiento del medio ambiente y la sostenibili-
dad como una nueva hélice. La ilustracién de la quintuple hélice quedaria de la
siguiente manera:
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Mercado

»

Academia Sociedad

eiwvil

Medio

Estado ambiente

El compromiso con el cuidado y el reconocimiento del valor de la naturale-
za que ha venido cultivindose en las sociedades en las tltimas décadas ha sido
plasmado en el modelo de la quintuple hélice. Carayannis y Campbell (2012;
2014) destacan este modelo como un compromiso de responsabilidad con una
innovacién cuyo génesis se encuentra en el cuidado medioambiental. El escena-
rio actual de degradacidn exige que los procesos de innovacién contribuyan al
cuidado del medio ambiente (Stern, 2009). Este deber medioambiental puede
ser entendido como un nicho ecolégico de innovacién, segiin Tomas Hellstrom
(2007: 158). Sobre el modelo de la quintuple hélice, Carayannis, Barth y Cam-
pbell sefialan lo siguiente:

El modelo de quintuple hélice es un modelo de innovacién que puede
hacer frente a los retos actuales del calentamiento global a través de la apli-
cacién de conocimiento saber-hacer que se centra en el intercambio social y
en la transferencia de conocimiento dentro de los subsistemas de un Estado
especifico o Estado-Nacién. El modelo de innovacién de la quintuple no
es lineal, y por ello combina el conocimiento, el saber hacer y el medio
ambiente-sistema natural como un inico marco interdisciplinario y transdis-
ciplinario que proporciona un modelo con el que paso a paso se comprende
la gestién de la calidad basada en el desarrollo efectivo para la recuperacién
del equilibrio con la naturaleza, y poder permitir para las generaciones futu-
ras una vida de diversidad y pluralidad en la tierra (2012: 2).
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Este modelo suministra un planteamiento ético que implica una gestién
inclusiva, situando a la tecnologia en el centro del debate publico y una inter-
vencién social de los diversos grupos de interés (Von Schomberg, 2011). La
asuncién de valores democrdticos y la ubicacién de la tecnologfa en el contexto
democrdtico (Quintanilla, 2002: 640-647), constituyen premisas fundamentales
para reconocer el poder normativo de la participacién de los afectados, en aras
de una evolucidn de la sensibilidad moral. Por lo tanto, la basqueda de la legiti-
midad del disefio de robética medioambiental a partir de la construccién de un
vinculo entre la deseabilidad y la aceptabilidad, debe enraizar su basamento en
una ética fundamentada en el didlogo civico.

4. El valor del dialogo cordial

En la senda del modelo de innovacién de la quintuple hélice se requiere la
integracién del didlogo ético como un mecanismo para el disefio de robética
responsable con la sostenibilidad medioambiental. En tal sentido, este requeri-
miento ético implica una gestién inclusiva que precisa situar a la tecnologfa en
el centro del debate publico y una intervencién social de los diversos grupos de
interés (Von Schomberg, 2011).

La ética dialégica aporta un enfoque critico-normativo para el modelo de la
quintuple hélice, como base para la confluencia de los desarrollos tecnolégicos
emergentes y el desarrollo sostenible. Una tecnologia emergente sostenible para
un mundo justo necesita determinar dialégicamente las normas de justicia y
alcanzar un entendimiento entre los implicados en torno a la aceptabilidad y
deseabilidad. Por otra parte, la ética del didlogo permite adoptar una perspectiva
critica al sefalar condiciones a las que tiene que ajustarse el didlogo cristalizado
en el modelo de la quintuple hélice. Entre esas condiciones estd también la
atencién a los intereses de las generaciones futuras y la inclusién de las exigencias
de proteccién de los seres de la naturaleza®. El medio ambiente es condicién de
posibilidad de una vida humana enraizada corporalmente y, por tanto, también
es condicién de posibilidad del didlogo entre existencias corporales finitas
(Habermas, 2009).

# Para Apel, el didlogo argumentativo ha de tener en cuenta todas las necesidades humanas
(incluidas las necesidades naturales) formuladas como exigencias comunicables intersubjeti-

vamente (Apel, 1985: 403-404).
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En el contexto de la civilizacién cientifico-técnica, Apel planteé la necesidad
de contar con una macroética de la humanidad en la tierra finita (1985: 342),
como ética universal de la responsabilidad solidaria. Para este autor, todas las
ciencias y tecnologias presuponen una ética como condicién de posibilidad,
basada en el reconocimiento de todos los interlocutores como personas. También
considera que todas las acciones humanas con sentido constituyen argumentos
virtuales (1985: 380) Teniendo en cuenta que la tecnologia constituye una
mediacion de la accién humana y que los artefactos encierran discursos de los
diferentes responsables de su disefio (Toboso y Aparicio, 2019), entonces se
ha de reconocer y no excluir a ninguno de los interlocutores reales o virtuales
(Apel, 1985: 380) afectados por los disenos tecnoldgicos. En este caso, el medio
ambiente es uno de los principales afectados por los efectos ambivalentes de la
técnica moderna, como bien apunté Hans Jonas (1995). La basura tecnoldgica, el
extractivismo minero que alimenta la maquinaria del consumismo, el incremento
de la demanda energética ocasionado por el procesamiento de datos (Andrae,
2017), estrechamente vinculado a la robética, todos los recursos empleados, tanto
humanos como no humanos, para construir artefactos, son una muestra de los
altos costos medioambientales que propicia el desarrollo tecnolégico (Crawford
y Joler, 2018). Estas apreciaciones sefalan que todo andlisis que intente iluminar
las implicaciones de la tecnologia en general, y de la robética en particular, no
debe perder de vista los efectos sobre el medio ambiente. Por lo tanto, como
Langdon Winner puntualizé, que el cuidado que ponemos en los niimeros no
se traduzca en insensibilidad hacia todo lo demds (1987: 199).

Prosiguiendo con la argumentacién en torno al valor del didlogo y la inclu-
sién de los afectados, y de acuerdo con la versién de Habermas de la ética dia-
légica, la legitimidad de las normas reguladoras de los disefios tecnolégicos para
su ajuste a las exigencias medioambientales estribaria en que provengan de un
didlogo racional inclusivo con condiciones de simetria entre todas las partes afec-
tadas por dichas normas y en que todos los afectados por las mismas pudieran dar
su consentimiento (Habermas, 2000). Situar la tecnologia en el dmbito publico
de las razones, incluyendo las distintas perspectivas subyacentes en el modelo
de la quintuple hélice, resulta imprescindible para determinar la validez de tales
normas. En el caso particular de la robética medioambiental, el principio ético
de explicabilidad que debe orientarla remitirfa a la consideracién de todos los
afectados como interlocutores validos, su comprension de los objetivos perse-
guidos, su funcionalidad medioambiental, el grado de encaje en la ecosfera, los
requerimientos a la agencia humana, etc. No obstante, se ha puesto de manifiesto
la insuficiencia del planteamiento de Habermas al restringir la aplicacién eficaz
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del didlogo en instituciones al dmbito juridico, limitando la aplicabilidad moral
en el dmbito de la sociedad civil (empresas, profesiones, etc.) (Garcia Marz4,
2011:110-111).

La ética dialégica no deberia ser ajena al reconocimiento de las emociones y
valores que pueden expresar los grupos de intereses implicados en disefios tec-
nolégicos sostenibles y que resultan fundamentales para entender la dimensién
moral de la vida. Estos aspectos han quedado relegados en el procedimentalismo
ético apeliano y habermasiano (Conill: 2006: 278-280; Cortina: 2009), impi-
diendo situar adecuadamente la cuestién de los disefios tecnolégicos sostenibles
en la configuracién de un ethos ecoldgico. Los artefactos han de ser proyectados
no solo desde una racionalidad técnica, sino también desde una racionalidad
experiencial, sentiente y cordial (Conill, 2019). En ese sentido, la ética de la
razén cordial formulada por Adela Cortina (2009), en la medida en que no
solo atiende a la argumentacién 16gica, sino que incluye también la dimensién
sentimental y la estimacién valorativa, permite superar el excesivo procedimen-
talismo de la ética dialdgica y acercar, a través de la educacién moral, el mundo
tecnolégico a un mundo humano justo y responsable con el medio ambiente. Su
apelacién al reconocimiento del cardcter valioso y vulnerable del medio ambiente
plantea la exigencia a las tecnologias de evitar el dafo y, en un sentido positivo,
favorecer el desarrollo humano sostenible (2009: 241).

Es desde un didlogo intersubjetivo que tenga en cuenta las situaciones vitales
(Conill, 2006: 278; 2019) de degradacién medioambiental y su repercusién en
la vulnerabilidad humana, social y de salud, desde donde se pueden construir
valores ecoldgicos en los artefactos tecnolégicos. Lo cual exige la participacion
dialégica de todos los afectados por los impactos de las tecnologias emergentes
y la responsabilidad solidaria para la proteccién de la naturaleza (Cortina, 2009:
237-243). El ethos cordial es el que permite alumbrar un estilo de vida ecolégico,
al tener como componentes fundamentales el reconocimiento compasivo de los
interlocutores, reales o virtuales, en el didlogo (Cortina, 2009: 2015) y el cuidado
de todos los seres vivos (Cortina, 2009: 240-243)

La ética civica formulada por Adela Cortina nace del reconocimiento del
pluralismo social e identifica como valores esenciales la libertad, igualdad, soli-
daridad, respeto y didlogo. Estos serfan los valores fundamentales que necesa-
riamente estarfan presentes en una sociedad que se reconozca pluralista y tenga
aspiraciones de una convivencia basada en la paz, la armonia y el reconocimiento
de la diversidad moral (Cortina, 1997; 2003). Esta ética, que valora la dimensién
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moral de la vida humana, contribuye al enriquecimiento de los procesos de
innovacidn inscritos en el modelo de la quintuple hélice, pues apuntala el fun-
damento normativo de este modelo y su realizaciéon practica. Como sefialan José
Félix Lozano e Irene Monsonis-Pay4 (2020), la ética civica puede proporcionar
una forma significativa para abordar la imprevisibilidad propia de los procesos de
innovacidn, pues ofrece una cultura deliberativa para favorecer la legitimacién y
garantizar una innovacién coherente (2000: 12). El compromiso con la justicia
humana y el cuidado medioambiental, que debe ser impulsado por la educacion
moral, han de impregnar todo el proceso de innovacién tecnolégica, alumbrando
un mundo mds habitable, tanto para los seres humanos como para el resto de
seres vivos (Cortina, 2009; 2019). Este enfoque ético-cordial de la quintuple
hélice en el contexto de una robdtica medioambiental se ajusta a los principios
formulados por EGE y por Floridi ez al. para dichas tecnologfas y se sittia en la
estela de la Agenda 2030.

5. Conclusion

Los ODS constituyen una agenda mundial conjunta para la justicia intra e
intergeneracional y para la sostenibilidad planetaria. Esta utopia realista, origina-
da en la creciente conciencia de la injusticia generada por un sistema socio-tecno-
econémico que estd ahondando en la degradaciéon del medio ambiente, plantea
exigencias humanas y ecoldgicas a los individuos, las empresas, las instituciones
publicas y a los organismos internacionales. El cumplimiento de las exigencias
formuladas en los ODS involucra también al conocimiento y a sus aplicaciones
tecnoldgicas, entre las que se encuentra la robética. La planificacién y la imple-
mentacién de medidas materiales ha de contar con las distintas facetas del saber
humano. No obstante, los graves problemas medioambientales, y sus derivaciones
sociales y sanitarias ponen de relieve la necesidad de una tecnociencia sensibiliza-
da y comprometida con los valores de sostenibilidad y justicia. Para ser efectiva,
esta reorientacién del sistema tecnocientifico ha de darse en el seno de un sistema
econémico justo y sostenible, reformado a partir de orientaciones éticas que
cuenten con la participacién de todos los actores sociales afectados e implicados.

Una robética que resulte medioambientalmente responsable, mediadora de
una agencia humana que cuide verdaderamente de la casa comdn que es nuestro
planeta, serd posible a través de caminos de innovacién democrdticos que per-
mitan recoger diversas sensibilidades a partir de las aportaciones de las esferas
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reconocidas en el modelo de la quintuple hélice. La sujecién de estas tecnologias
emergentes a un modelo que incorpora la multiplicidad de perspectivas sociales
y los retos provenientes del mundo natural facilitard un enfoque ético de las
mismas en el marco de una innovacién social, y contribuird al ensamblaje de los
sistemas inteligentes en la ecosfera.

No cabe duda de que, desde un punto de vista critico-normativo, una res-
puesta ante la complejidad de los desafios sociales y medioambientales, en los
que la robética puede jugar un papel mediador, debe venir del reconocimiento
cordial de los afectados y grupos de interés involucrados dialégicamente en la
actividad tecnolégica susceptible de aportar soluciones sostenibles de cardcter
pragmidtico. Un reconocimiento que favorecerd el cultivo de la legitimidad de
los productos de innovacién originados en un encuentro publico y civico en el
contexto del modelo de la quintuple hélice.
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