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INTRODUCCIÓN AL NÚMERO ESPECIAL: 
NUEVOS AVANCES METODOLÓGICOS EN PSICOLOGÍA  

 
INTRODUCTION TO THE SPECIAL ISSUE:  

NEW METHODOLOGICAL ADVANCES IN PSYCHOLOGY 
 

BELÉN FERNÁNDEZ-CASTILLA1 Y  
JOSÉ ÁNGEL MARTÍNEZ-HUERTAS1 

 
  
Cómo referenciar este artículo/How to reference this article: 

Fernández-Castilla, B. y Martínez-Huertas, J. A. (2025). Introducción al número especial: nuevos avances 
metodológicos en Psicología [Introduction to the Special Issue: New Methodological Advances in 
Psychology] .  Acción Psicológica, 22(1), 1–6. https://doi.org/10.5944/ap.22.1.44367 

 

 

Resumen 
 
 Existen muchos avances metodológicos en la literatura 
científica. Sin embargo, su impacto en la investigación 
empírica suele ser limitado. En nuestra opinión, una de las 
causas de esta falta de impacto es la falta de accesibilidad 
a muchas de estas herramientas metodológicas modernas 
a través de textos asequibles. En esa línea, este número 
especial se compone de una serie de artículos que tratan 
de presentar una introducción a algunos de estos avances 

metodológicos de manera accesible. Así, se representa una 
selección de líneas de investigación en metodología dentro 
del ámbito de la Psicología que actualmente están ganando 
relevancia a nivel nacional e internacional. Aunque este 
número especial no pretende ser una recopilación 
exhaustiva de todas las contribuciones metodológicas 
disponibles en la literatura científica, consideramos que 
los artículos incluidos ilustran avances significativos y 
tendencias emergentes en este campo. Los trabajos 
seleccionados pueden agruparse en tres grandes 
disciplinas metodológicas ampliamente estudiadas e 
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impartidas en Psicología: psicometría, modelado, y diseño 
de investigaciones. Aquí presentamos los trabajos 
seleccionados enmarcados en cada una de estas áreas 
metodológicas, y destacamos su importancia para el futuro 
de la investigación en Psicología. 

Palabras clave: Metodología; Psicometría; Modelado, 
Diseños de investigación. 

 

Abstract 
 
There are many methodological advances in scientific 
literature. However, their impact on empirical research is 
often limited. In our opinion, one of the reasons for this 
lack of impact is the limited accessibility of many of these 
modern methodological tools through easy-to-understand 
texts. In this regard, this special issue consists of a series 
of articles that introduce some of these methodological 
advances in an accessible way. It represents a selection of 
methodological research lines within the field of 
psychology that are currently gaining relevance at both 
national and international levels. Although this special 
issue does not intend to be an exhaustive compilation of 
all methodological contributions available in scientific 
literature, we believe that the included articles illustrate 
significant advances and emerging trends in this field. The 
selected works can be grouped into three major 
methodological disciplines that are widely studied and 
taught in psychology: psychometrics, modeling, and 
research design. Here, we present the selected studies 
within these methodological areas and highlight their 
importance for the future of psychological research. 

 

Palabras clave: Methodology; Psychometrics; Mod-
eling; Research designs. 

 
 

Nuevos avances psicométricos 
 
Dentro del ámbito de la psicometría, hemos sido testi-

gos de una evolución en la forma de abordar la medición 
y comprensión de los constructos psicológicos. Tradicio-
nalmente, los modelos psicométricos se han centrado en el 

estudio de variables latentes (es decir, no observables) que 
se infieren a partir de la covarianza compartida de una se-
rie de indicadores, asumiendo que estas subyacen y expli-
can las relaciones observadas entre los ítems de un test. 
Sin embargo, en los últimos años, ha surgido un enfoque 
alternativo basado en los modelos de redes, que concep-
tualizan los constructos psicológicos no como entidades 
latentes, sino como sistemas dinámicos de interacciones 
entre los ítems (Borsboom et al., 2022). Este cambio de 
paradigma ha permitido explorar nuevas preguntas de in-
vestigación, como el papel de los síntomas o comporta-
mientos específicos en el mantenimiento de los trastornos 
psicológicos, ofreciendo una visión más dinámica de los 
fenómenos psicológicos (Epskamp, 2020; Isvoranu et al., 
2022). En el manuscrito de Fonseca y Muñiz, titulado 
“Análisis de Redes en la Medición Psicológica: Funda-
mentos” se presenta una introducción al análisis psicomé-
trico de redes psicológicas, diseñado para familiarizar a 
los lectores con esta metodología, sus ventajas y limitacio-
nes y los retos que enfrenta el futuro de este campo de in-
vestigación. 

 
Por otro lado, las pruebas de elección forzosa han ga-

nado popularidad en la psicometría por su capacidad para 
abordar limitaciones clave de los formatos tradicionales de 
respuesta como, por ejemplo, los sesgos de respuesta (e.g., 
sesgo de deseabilidad social o de respuesta extrema). Este 
enfoque, que requiere que los participantes seleccionen 
entre opciones igualmente atractivas o desfavorables, per-
mite una evaluación más precisa de los constructos psico-
lógicos, ya que reduce la subjetividad y aumenta la validez 
de las interpretaciones. Su creciente aplicación e integra-
ción con modelos psicométricos avanzados, como la teoría 
de respuesta al ítem (e.g., Thurstone IRT; Brown y May-
deu-Olivares, 2011; Multi-Unidimensional Pairwise-Pre-
ference; Stark et al., 2005), hacen que este formato de res-
puesta sea una herramienta metodológica fundamental 
para el desarrollo de instrumentos psicométricos más ro-
bustos. En el manuscrito de Abad y colaboradores, titulado 
“Pruebas de elección forzosa: visión actual y recomenda-
ciones”, se explican este tipo de pruebas desde la teoría de 
respuesta al ítem, y comentan sus principales ventajas y 
limitaciones. Además, los autores también ofrecen una se-
rie de recomendaciones prácticas y pasos a seguir para el 
diseño e implementación de pruebas de elección forzosa, 
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y proporcionan a los lectores materiales prácticos para re-
plicar los ejemplos aportados. 

 

El cambio de los individuos como foco 
de interés 

 
Dos artículos del número especial se han centrado en 

el estudio del cambio de los individuos a través de distin-
tos diseños y distintos modelos estadísticos. Por un lado, 
se incluye un artículo centrado en estudios de diseño de 
caso único, escrito por Manolov: “Diseño y análisis de da-
tos de diseños experimentales de caso único”. A diferencia 
de los diseños basados en grupos, que suelen enfocarse en 
promedios grupales, los diseños de caso único permiten 
una evaluación detallada de la variabilidad y los efectos de 
una intervención en un solo individuo, lo que resulta cru-
cial para personalizar tratamientos y enfoques terapéuticos 
(Bono y Arnau, 2014; Shadish y Sullivan, 2011). Además, 
este diseño de investigación puede ser el único factible 
para estudiar la eficacia de tratamientos de condiciones 
poco comunes como, por ejemplo, enfermedades raras. No 
obstante, la interpretación de los resultados de estos estu-
dios puede ser compleja debido a la disponibilidad limi-
tada de datos y a su variabilidad. Precisamente por esto, el 
análisis estadístico se vuelve fundamental, ya que solo la 
aplicación de técnicas robustas en este contexto permite 
extraer conclusiones válidas. En este artículo, además de 
revisar diversos diseños de caso único y técnicas de análi-
sis, se proporcionan criterios para orientar a los investiga-
dores en la selección del diseño y análisis más adecuado, 
junto con una serie de recursos gratuitos que facilitan el 
análisis estadístico de este tipo de datos.  

 
Por otro lado, el segundo artículo incluido en esta sec-

ción consiste en una revisión de los métodos estadísticos 
que se pueden implementar para analizar y estudiar proce-
sos de cambio en datos longitudinales: “Una revisión de 
conceptos y métodos para investigar con datos longitudi-
nales”, escrito por Estrada y colaboradores. Los estudios 
longitudinales son fundamentales en Psicología porque 
permiten estudiar el cambio y la evolución de los fenóme-
nos psicológicos a lo largo del tiempo, ofreciendo una vi-
sión más dinámica y precisa de cómo los individuos y gru-
pos cambian, se desarrollan, o responden a intervenciones 
(Ferrer et al., 2018; Hoffman, 2015; Menard, 2007). En 

este trabajo, se introduce al lector a los aspectos clave para 
estudiar procesos de cambio a lo largo del tiempo, y se 
realiza una introducción a modelos estadísticos sofistica-
dos y novedosos para analizar el funcionamiento y la evo-
lución de procesos psicológicos. 

 

Replicabilidad y síntesis de estudios 
 
Hace ya una década, la publicación de Open Science 

Collaboration (2015) reveló que solo un tercio de los estu-
dios en Psicología lograba replicarse, marcando un hito en 
la preocupación de los investigadores por la replicabilidad 
y reproducibilidad de las investigaciones empíricas. No 
sólo se comenzó a evaluar la replicabilidad de los resulta-
dos de los estudios publicados en otros campos de conoci-
miento (e.g., Camerer et al., 2016, en Economía; y Errign-
ton, et al., 2021, en Medicina), sino que comenzaron a pro-
liferar propuestas prácticas sobre cómo mejorar la repro-
ducibilidad y replicabilidad de nuestros trabajos de inves-
tigación (Nosek et al., 2022), y a la vez reducir los grados 
de libertar del investigador para manipular, explícita o im-
plícitamente, la metodología implementada para obtener 
los resultados deseados (Simmons et al., 2011). En el ar-
tículo escrito por Lecuona y colaboradores titulado “Cre-
dibilidad o barbarie: Cómo la crisis de replicación ha 
desatado una revolución en Psicología y otras ciencias” se 
hace un recorrido por los hitos más importantes de esta 
crisis de replicabilidad y de sus causas, y se desglosan las 
buenas prácticas que los investigadores pueden implemen-
tar antes, durante y después de su investigación para au-
mentar la probabilidad de que sus resultados sean replica-
bles. 

 
Además, frecuentemente se publican estudios con po-

tencia estadística insuficiente para detectar efectos signi-
ficativos en Psicología, una limitación ampliamente cono-
cida y atribuida al empleo de muestras de tamaño reducido 
(Cohen, 1962). En respuesta a esta problemática, el me-
taanálisis, una metodología que integra cuantitativamente 
datos provenientes de estudios similares, se ha consoli-
dado como una herramienta metodológica clave para pa-
liar este problema. Al combinar los resultados de múltiples 
estudios, esta técnica permite aumentar el tamaño efectivo 
de la muestra y, en consecuencia, mejorar la potencia es-
tadística, mejorando así la capacidad de identificar efectos 
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existentes en la realidad. Dentro del metaanálisis, una de 
las técnicas más novedosas es la combinación de metaaná-
lisis con modelos de ecuaciones estructurales (MASEM en 
sus siglas en inglés: Meta-Analytic Strutural Equation 
Modeling; Cheung, 2015; Jak, 2015). El MASEM facilita 
la integración de los resultados de múltiples estudios, per-
mitiendo la posterior estimación de un modelo de ecuacio-
nes estructurales a partir de los datos combinados. Esta 
metodología ofrece la posibilidad de evaluar meta-analíti-
camente diversos modelos teóricos y realizar comparacio-
nes entre modelos. En el artículo titulado "Introducción al 
metaanálisis multivariado con modelos de ecuaciones es-
tructurales", López-López y colaboradores proporcionan 
una revisión de los enfoques analíticos disponibles dentro 
de la metodología MASEM, destacando las ventajas y li-
mitaciones asociadas con cada uno de ellos. Además, el 
documento incluye un tutorial detallado que guía paso a 
paso la implementación de esta metodología. 

 

Hacia una modelización más formal 
 
En este número especial, también hemos intentado 

ilustrar la relevancia metodológica de los modelos forma-
les que, frente a las teorías verbales, suponen una forma 
operativa de estudiar fenómenos de interés en el marco de 
la Ciencia Psicológica. En esa línea, aunque las teorías 
verbales a las que estamos acostumbrados en Psicología 
siguen siendo muy útiles y necesarias, éstas son mucho 
más ambiguas que los modelos formales (e.g., Busemeyer 
et al., 2015; Farrell y Lewandowsky, 2010; Sun, 2023). Un 
modelo formal es una representación matemática, compu-
tacional o lógica que permite expresar de manera operativa 
los mecanismos subyacentes a un fenómeno de interés y 
hacer predicciones cuantificables que pueden ser evalua-
das en contraposición a datos empíricos.  Aunque esta 
perspectiva no es en absoluto novedosa, incluir explícita-
mente la propuesta de modelos formales en un número es-
pecial sobre avances metodológicos supone una apuesta 
por lo que, en nuestra opinión, será el futuro de la Ciencia 
Psicológica: modelos computacionales, estadísticos o ma-
temáticos que implementen teoría psicológica para el es-
tudio de fenómenos concretos. 

 
En el artículo titulado “Respuestas observables y esta-

dos ocultos en redes neuronales recurrentes para razonar 

sobre aspectos cognitivos del lenguaje”, escrito por Jorge-
Botana y colaboradores, se ilustra la utilización de mode-
los conexionistas, como los modelos de redes neuronales 
artificiales, para el estudio de características cognitivas del 
lenguaje. Los autores presentan cómo las redes neuronales 
recurrentes (Elman, 1990; Jordan, 1997) con mecanismos 
LSTM (Hochreiter & Schmidhuber, 1997) pueden utili-
zarse para estudiar cómo estos modelos aprenden a gene-
rar representaciones internas y a producir lenguaje. Tam-
bién se presentan distintas medidas basadas en estrategias 
observables y no observables que son útiles para estudiar 
distintos fenómenos psicológicos como la ruptura de ex-
pectativas lingüísticas. Los mecanismos implicados en 
este tipo de redes conexionistas son la base sobre la que se 
fundamentan los Grandes Modelos de Lenguaje que hoy 
son tan populares. Así, este artículo invita a los lectores a 
comprender algunos de los mecanismos que han poten-
ciado su éxito y a pensar en la generación de hipótesis so-
bre los mecanismos cognitivos implicados en el funciona-
miento de estos modelos. 

 
Por otro lado, en el artículo titulado “Uso de modelos 

matemáticos como parte del análisis de datos en 
Psicología: el caso del descuento por demora”, Ramos y 
colaborares presentan una ilustración didáctica sobre 
diferentes formalizaciones de un proceso psicológico muy 
relacionado con la impulsividad: el descuento por demora 
(operativizando la relación inversa que existe entre el 
tiempo de demora y el valor subjetivo del reforzador). Así, 
se presentan modelos como el de Mazur (1987) o el 
Modelo Hiperbólico Generalizado (Myerson y Green, 
1995), contraponiendo sus pros y sus contras. También se 
ilustra la evaluación de qué mecanismos ofrecen el mejor 
ajuste. Además, en esta ilustración se incluye un ejemplo 
práctico utilizando Excel, un software ampliamente 
utilizado y conocido, con la intención de que los 
investigadores aplicados se animen a implementar estos 
enfoques de manera sencilla en sus propios estudios y 
análisis. 

 
 

Conclusiones 
 
Este número especial se presenta como un conjunto re-

presentativo de diferentes líneas de investigación sobre 
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avances metodológicos en Psicología y su “estado del 
arte”. Sin embargo, los contenidos que componen este nú-
mero especial no dejan de ser una selección personal de 
los editores invitados. Por tanto, estos artículos no son un 
resumen exhaustivo de toda la investigación metodológica 
disponible y, por desgracia, muchos temas de gran interés 
se han quedado fuera por limitaciones de espacio. Aun así, 
creemos que el interés de estos contenidos será lo suficien-
temente amplio como para que todos los investigadores 
interesados en estas metodologías puedan aprender algo 
nuevo. Desde este espacio, reivindicamos la necesidad de 
hacer accesibles muchas herramientas metodológicas mo-
dernas a través de textos asequibles (como pretende ser 
este número especial) para que los usuarios puedan apli-
carlos en sus áreas de investigación. Esperamos que esto 
pueda generar un beneficio mutuo: los investigadores de 
áreas de contenido podrán obtener resultados más robustos 
utilizando métodos modernos y ello les facilitará la tarea 
de publicar sus investigaciones, mientras que los investi-
gadores en metodología verán cómo se aplican los méto-
dos que proponen y estudian para tener un impacto real en 
la investigación empírica. Además, esperamos que los 
contenidos de este número especial sean de interés para 
los lectores y que estos artículos tengan cierto impacto 
tanto en la formación de nuevos investigadores como tam-
bién en investigadores más senior que quieran actualizarse 
en estos temas. Queda mucho por hacer. 
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Resumen 
 
Los diseños experimentales de caso único implican el 
estudio intensivo de una o pocas unidades (e.g., personas) 
en diferentes condiciones manipuladas por los 
investigadores. Algunos diseños conllevan una 
replicación intra-sujeto (diseño ABAB, diseño de cambio 
de criterio y diseño de tratamientos alternantes), mientras 
que el diseño de línea base múltiple suele incluir 
replicación entre individuos. En ambos casos se dispone 
de varias oportunidades para demostrar el efecto de la 
intervención (introduciendo o retirándola) en diferentes 
momentos del tiempo. Asimismo, es imprescindible la 
replicación de los resultados en diferentes estudios para 
poder establecer la generalidad de las conclusiones. En 
cuanto al análisis de datos, actualmente se dispone de 
múltiples propuestas sin un consenso sobre cuáles son las 
opciones más apropiadas. Para favorecer la necesaria 
justificación de cualquier elección, se ofrece una serie de 

criterios organizativos que señalan en qué situaciones es 
más útil cada una de las propuestas comentadas. 
Asimismo, para acercar a los investigadores aplicados a 
las opciones analíticas, se comentan las páginas web 
gratuitas que las implementan. Finalmente, debido a que 
no es posible discutir con detalle todos los pormenores 
metodológicos, ni tampoco revisar todas las alternativas 
analíticas, el lector interesado es dirigido mediante 
múltiples referencias a las fuentes primarias. 

Palabras clave: diseños experimentales de caso único; 
recomendaciones metodológicas; análisis de datos; soft-
ware libre. 

Abstract 
 
Single-case experimental designs entail the intensive 
study of one or few entities (e.g., individuals) in different 
conditions, which are manipulated by the researchers. 
Some designs include intra-subject replication (ABAB de-
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sign, changing criterion design, and alternating treatments 
design), whereas the multiple-baseline design usually in-
cludes between-subjects replication. For both scenarios, 
there are several attempts to demonstrate the intervention 
effect (introducing or withdrawing the intervention) in dif-
ferent moments in time. Moreover, the replication of the 
results in different studies is necessary for establishing the 
generality of the conclusions. Regarding data analysis, 
there are currently multiple proposals, without a consen-
sus regarding which the optimal analytical techniques are. 
In order to make easier the necessary justification of any 
data analytical technique chosen, the current text offers a 
series of organizing principles, which indicate in which 
situation each of the options is most useful. Furthermore, 
in order to bring applied researchers closer to the analyti-
cal options, the text refers to freely accessible websites im-
plementing them. Finally, given that it is not possible to 
discuss in detail all methodological aspects, or to review 
all available data analytical techniques, the interested 
reader is directed via multiple references to the primary 
sources. 

Keywords: single-case experimental designs; method-
ological recommendations; data analysis; software. 

 

Diseño y análisis de datos de Diseños 
Experimentales de Caso Único 

 
Los Diseños Experimentales de Caso Único (DECU) 

constituyen una metodología de investigación que, en caso 
de cumplirse determinados requisitos, permite aportar evi-
dencia científica sólida sobre la efectividad de una inter-
vención (Horner et al., 2005). La característica principal 
de estos diseños es el estudio intensivo y longitudinal de 
una o más unidades (habitualmente personas, pero tam-
bién pueden ser grupos considerados en su totalidad). A 
pesar de su denominación (también se les conoce como 
diseños de N =1 o diseños intra-sujeto), lo más habitual es 
que un estudio incluya a más de una persona (e.g., Tanious 
y Onghena, 2021, reportan que lo más habitual es que haya 
entre tres y siete personas en un DECU, con media y me-
diana cercanas a cuatro participantes). En los DECU se to-
man múltiples medidas obtenidas bajo diferentes condi-
ciones de tratamiento (Tate y Perdices, 2019). Cada uni-

dad se compara consigo misma, siendo uno de sus puntos 
fuertes la garantía sobre la validez interna de la investiga-
ción. 

 
Las condiciones que se comparan suelen ser dos. En 

primer lugar, se dispone de una línea base que representa 
la situación habitual (problemática). Posteriormente, se in-
troduce la intervención. También es posible comparar dos 
intervenciones. La línea base sirve no solo para describir 
la situación de partida, sino también poder predecir cómo 
seguiría la conducta de interés en caso de que la interven-
ción no se introduzca o no sea efectiva. Por lo tanto, los 
DECU implican una comparación entre una predicción o 
proyección basada en la línea base y la realidad observada 
durante la intervención. 

 
Objetivo y estructura del texto 

 
El objetivo del artículo es ofrecer una perspectiva ge-

neral de las características metodológicas de los DECU y 
de las posibilidades de análisis, tanto visual como cuanti-
tativa. En los apartados siguientes, se describen los dife-
rentes tipos de DECU con ejemplos reales de investigacio-
nes publicadas en diferentes ámbitos. Asimismo, se men-
cionan los requisitos principales, los retos y las ventajas 
de los DECU. Posteriormente, se presentan varias alterna-
tivas de análisis datos, ofreciendo una clasificación de és-
tas según diferentes criterios. Dicha clasificación que po-
dría ser útil a la hora de escoger alguna(s) de estas opcio-
nes. 

 
 

Metodología DECU 
 
 

Tipos principales de Diseños  
Experimentales de Caso Único 

 
Los DECU se pueden distinguir entre diseños reversi-

bles (en los cuales la intervención se puede retirar; diseño 
ABAB y diseño de tratamientos alternantes) y diseños 
irreversibles (diseño de línea base múltiple y diseño de 
cambio de criterio). Otra posible clasificación es en fun-
ción de si el diseño permite una comparación entre series 
(diseño de línea base múltiple) o no (el resto de los dise-
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ños). A continuación, se comentan sus características prin-
cipales.  

 
El diseño más habitual es el de línea base múltiple 

(Tanious y Onghena, 2021), que implica la replicación de 
la secuencia AB (donde «A» representa la línea base y «B» 
la fase de intervención) en diferentes personas, conductas 
de la misma persona o contextos en los que se estudia la 
misma conducta de la misma persona. Lo fundamental es 
que la intervención se introduzca de forma escalonada, es 
decir, en diferentes momentos en el tiempo para las dife-
rentes líneas base. En este tipo de diseños es posible que 
la línea base empiece en el mismo momento para todos 
(versión concurrente) o no (no concurrente), véase Slocum 
et al. (2022) para una discusión de la importancia de esta 
distinción en cuanto a la validez interna. La principal ven-
taja es que no es necesario retirar la intervención, lo que 
demuestra que este DECU es aplicable a situaciones en las 
que la intervención implica aprendizaje. Se trata de la si-
tuación probablemente más habitual en un contexto clí-
nico, sobre todo si se trabaja desde una perspectiva cogni-

tiva o cognitivo-conductual. Desde el punto de vista ético 
también parece más apropiado no retirar (ni siquiera tem-
poralmente) una intervención que funciona. Un ejemplo 
de datos recogidos siguiendo un diseño de línea base múl-
tiple puede verse en la Figura 1. Los datos provienen del 
estudio de Eilers y Hayes (2015) sobre el uso de ejercicios 
cognitivos para reducir las conductas repetitivas y restric-
tivas de niños con Trastorno de Espectro Autista. Es posi-
ble mejorar el diseño introduciendo aleatorización de di-
ferentes maneras (Levin et al., 2018). Por ejemplo, se 
puede escoger al azar el momento en el que empieza la 
intervención para cada participante, entre varios posibles 
momentos que no se solapen entre participantes. Otra op-
ción es determinar de antemano el momento de intervenir, 
pero decidir al azar qué participante comienza primero, 
quién segundo, etc.  
 

El diseño ABAB o diseño de retirada o reversión 
(Wine et al., 2015) implica una replicación dentro del 
mismo participante. Se dispone de tres momentos de com-
paración entre fases adyacentes El diseño es aplicable 

Figura 1 
 
Ejemplo de un diseño de línea base múltiple entre personas. Datos descargados de https://osf.io/79dfs, obtenidos 
originalmente por Eilers y Hayes (2015). El gráfico se ha obtenido mediante https://jepusto.shinyapps.io/scdhlm.  
 

 
Nota. Los datos rojos son los correspondientes a la línea base (A), mientras que los datos azules son los correspondientes 
a la fase de intervención (B).  
 

https://osf.io/79dfs
https://jepusto.shinyapps.io/scdhlm
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cuando la intervención no provoca un cambio permanente, 
sino que en ausencia de la intervención es posible volver 
al nivel inicial de la conducta de interés. En este sentido, 
la tercera fase es crítica para la inferencia del efecto del 
tratamiento, que sería posible en caso de que tenga lugar 
la reversión de la conducta de interés al nivel anterior al 
tratamiento. Un ejemplo se ofrece en la Figura 2: se trata 
de datos recogidos por Feeney e Ylvisaker (2006) de un 
participante que había padecido una lesión cerebral trau-
mática, y a quien se aplicó una intervención cognitivo-
conductual para tratar conducta desafiante. Es posible 
escoger al azar los tres momentos de cambio de fase, entre 
un listado de posibilidades que respeta un mínimo de 
longitud de cada fase (Onghena, 1992). 
 

En el diseño de tratamientos alternantes, a diferencia 
de los dos diseños anteriores, la comparación principal no 
tiene lugar entre fases. La comparación fundamental se 
realiza entre las condiciones (habitualmente dos interven-
ciones diferentes) que están sujetas a una alternancia fre-

cuente. Aparte de esta alternancia (que podría constituir 
una «fase de comparación»), puede haber -aunque no sea 
imprescindible- una fase inicial de línea base y una fase 
final en la que se aplica solo la mejor intervención (Barlow 
y Hayes, 1979). Dentro de la «fase de comparación», lo 
habitual es restringir el número de medidas consecutivas 
dentro de la misma condición a dos. Para que este diseño 
sea aplicable es necesario que la intervención no tenga 
efectos duraderos (e.g., intervención farmacológica). Se 
puede observar un ejemplo en la Figura 3: se trata de datos 
recogidos por Eilers y Hayes (2005), comparando dos in-
tervenciones diferentes para reducir conductas problemá-
ticas en niños diagnosticados con Trastorno de Espectro 
Autista. Como se puede apreciar, gráficamente se suelen 
juntar mediante una línea las medidas pertenecientes a la 
misma condición y se evalúa la distancia o separación en-
tre estas líneas. Este tipo de inspección visual tiene para-
lelos en las cuantificaciones propias para los diseños de 
tratamientos alternantes (Manolov y Onghena, 2018). 
Asimismo, es posible implementar aleatorización de dife-

 
Figura 2 
 
Ejemplo de un diseño ABAB. Datos descargados de https://osf.io/79dfs, originalmente obtenidos por Feeney e Ylvisaker 
(2006). El gráfico se ha obtenido mediante https://tamalkd.shinyapps.io/scda/ 

 
Nota. El primer recuadro representa la línea base inicial. El segundo recuadro es la primera introducción de la intervención. 
El tercer recuadro es la retirada de la intervención (i.e., la vuelta a la línea base). El cuarto recuadro es la reintroducción de 
la intervención. 
 

https://osf.io/79dfs
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rentes maneras. Por ejemplo, una posible aleatorización 
implicaría seleccionar al azar qué condición tiene lugar en 
cada momento de medida, respetando la limitación de un 
número máximo (de dos, habitualmente) medidas conse-
cutivas en la misma condición (Onghena y Edgington, 
1994).  
 

El diseño de cambio de criterio implica la consecución 
gradual de la meta final mediante el establecimiento, ha-
bitualmente de forma conjunta entre investigador y parti-
cipante, de criterios cada vez más restrictivos (Hartmann 
y Hall, 1976). En concreto, en un contexto de modifica-
ción de conducta, con la consecución de cada criterio in-
termedio, el participante recibe reforzamiento. Posibles 
aplicaciones de este tipo de DECU incluirían ir asumiendo 
los diferentes pasos necesarios en una tarea compleja (e.g., 
que un niño aprenda a atarse los cordones) o conseguir ni-
veles cada vez más adecuados de una conducta de interés 
(e.g., mejorar el cumplimiento de una intervención mé-

dica). Se ha resaltado importancia de variar la longitud de 
las subfases de intervención, la magnitud del cambio de 
criterio y también introducir retrocesos a criterios previos 
menos exigentes (Klein et al., 2017). Un ejemplo puede 
verse en la Figura 4, que corresponde a datos recogidos 
por Facon et al. (2008), quienes utilizaron procedimientos 
de aprendizaje operante para tratar un mutismo selectivo 
severo en un niño con discapacidad intelectual, intentando 
aumentar progresivamente los decibelios de sus verbaliza-
ciones. Entre los desarrollos para los diseños de cambio de 
criterio hay que destacar el diseño con rango aceptable 
para la conducta dentro de cada subfase (McDougall, 
2005) y la posibilidad de introducir aleatorización, por 
ejemplo, escogiendo al azar la longitud de las subfases de 
la intervención (Onghena et al., 2019).  

 
 

 

Figura 3 
 
Ejemplo de un diseño de línea base múltiple entre personas. Datos descargados de https://osf.io/kaphj, obtenidos 
originalmente por Eilers y Hayes (2015). El gráfico se ha obtenido mediante https://manolov.shinyapps.io/ATDesign. 
 

 
 
Nota. Las líneas verticales verdes muestran comparaciones entre condiciones que favorecen a la condición “B” (valores 
inferiores de la conducta indeseable). Las líneas verticales rojas muestran comparaciones que favorecen a la condición 
“A”. A la izquierda de la primera línea azul y a la derecha de la segunda línea azul hay datos para los cuales es imposible 
comparar las líneas que juntan los puntos de las dos condiciones.  
 

https://osf.io/kaphj
https://manolov.shinyapps.io/ATDesign
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Recomendaciones metodológicas: 
rúbricas 

 
Se dispone de varios instrumentos para valorar el rigor 
metodológico o guías para sugerir cómo proceder en estu-
dios DECU (e.g., Perdices et al., 2023; What Works Clea-
ringhouse, 2022). Se trata de componentes de diseño que 
potencien la validez interna, es decir, el grado de con-
fianza en una relación causal entre la intervención y la 
conducta de interés (e.g., número ocasiones para demos-
trar el efecto de la intervención, número de medidas, fide-
lidad de implementación, aleatorización). En cuanto a la 
validez externa o capacidad de generalizar, se requiere in-
formar de detalles suficientes sobre el participante, la in-
tervención y el contexto para poder valorar en qué tipo de 
situaciones se puede considerar que una intervención es 
efectiva.  
 
Ventajas 

 
En los diseños clásicos de comparación de grupos, la 

aleatorización en la asignación de las personas los grupos 

experimentales permite asumir la equivalencia inicial de 
los grupos y cualquier diferencia posterior se atribuye al 
efecto del tratamiento. No obstante, este tipo de diseños 
suele implicar criterios de inclusión estrictos para que se 
puedan formar grupos homogéneos que suelen ser puros 
en cuanto a la problemática de interés (i.e., sin comorbili-
dades). Esto limita la posibilidad de generalizar los resul-
tados a individuos con características menos típicas. Asi-
mismo, inferir de un resultado general a un individuo 
puede resultar en una falacia ecológica, puesto que el pro-
medio no representa necesariamente a ninguna persona en 
concreto. En contraste, los DECU tratan directamente con 
la unidad sobre la cual se quiere extraer una conclusión 
(i.e., el individuo) y permiten el estudio de poblaciones 
muy heterogéneas (e.g., personas diagnosticas con Tras-
torno del Espectro Autista). 

 
Otra ventaja de los DECU es la posibilidad de estudiar 

el proceso de cambio, gracias a las múltiples medidas de 
las que se dispone. Asimismo, el estudio intensivo de la 
persona permite explicar posibles valores anómalos que 
puedan obtenerse en algún momento determinado.  

 

Figura 4 
 
Ejemplo de un diseño de cambio de criterio. Datos descargados de https://osf.io/kcjnu, obtenidos originalmente por Facon 
et al. (2008). El gráfico se ha obtenido mediante https://manolov.shinyapps.io/ChangingCriterion. 
 

 
Nota. El primer recuadro representa los datos de la línea base. El segundo recuadro incluye las cuatro subfases de la 
fase de intervención: los criterios se marcan mediante las líneas horizontales rojas, mientras que las líneas 
horizontales azules son los rangos aceptables para cada subfase.  
 
 

https://osf.io/kcjnu
https://manolov.shinyapps.io/ChangingCriteriona
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Finalmente, la estructura básica de los DECU mime-
tiza la práctica profesional habitual: una fase de evalua-
ción inicial seguida de una intervención. Por lo tanto, los 
profesionales pueden ejercer a la vez de investigadores y 
aprovechar su experiencia, publicándola y aportando datos 
para establecer la base científica de las intervenciones. 

 
 

Retos 
 
La limitación fundamental relacionada con los DECU 

es la generalización o validez externa. La manera más se-
gura de dar pasos hacia la generalización es la replicación 
(Tate y Perdices, 2019). Solo añadiendo más casos y aten-
diendo a sus características se puede generalizar, de forma 
empírica y gracias a la lógica, a otras personas de caracte-
rísticas parecidas.  

 
Un segundo reto es conseguir que el diseño sea lo más 

riguroso posible para potenciar la validez interna, incorpo-
rando los componentes recomendados en los instrumentos 
que evalúan el rigor metodológico. Por una parte, es fun-
damental que haya varias demostraciones del cambio en la 
conducta de interés concurrente con el cambio en la con-
dición experimental, en diferentes momentos del tiempo, 
para descartar la «historia» (i.e., ocurrencia de eventos ex-
ternos a la intervención) como posible razón de dicho 
cambio. Por otra parte, la aleatorización (e.g., selección al 
azar del momento en que cambiar de condición experi-
mental en un diseño ABAB o del orden en que intervenir 
los participantes en un diseño de línea base múltiple) se ha 
resaltado como un elemento fundamental para la validez 
interna (e.g., Jacobs, 2019). 

 
Finalmente, un tercer reto es el análisis de datos. Se 

dispone de múltiples opciones analíticas sin un consenso 
claro respecto a cuál escoger, sobre todo en relación con 
la posible presencia de dependencia serial, tendencia a la 
mejora espontánea, o la variedad de tipos de DECU. Ade-
más, la autocorrelación (o dependencia serial entre las me-
didas obtenidas longitudinalmente de la misma unidad) di-
ficulta la aplicación de pruebas inferenciales clásicas. El 
presente texto pretende presentar una estructura para que 
los investigadores aplicados puedan realizar una elección 
y presentar una justificación con una base sólida.  

 

Análisis de Datos DECU 
 

Clasificación de las alternativas de 
análisis 

 
Formativo o Sumativo 
 
Una primera distinción es entre el análisis formativo y 

sumativo (Ledford et al., 2019). El primero forma parte de 
la experimentación guiada por los datos, utilizada para de-
terminar cuándo cambiar las condiciones (i.e., decidir 
mientras los datos aún se están recogiendo). En cambio, el 
análisis sumativo sirve para documentar y comunicar el 
grado de efectividad de la intervención, una vez que todos 
los datos ya estén recogidos. El análisis formativo se lleva 
a cabo principalmente mediante la inspección visual de la 
representación gráfica de los datos (e.g., Byun et al., 
2017). Las secciones siguientes se refieren a organizar op-
ciones analíticas para análisis sumativo. 

 
Objetivo de la evaluación de los datos 
 
Uno de los objetivos de la evaluación de los datos es 

establecer una relación funcional o causal, es decir, valo-
rar si se puede inferir que los cambios en la conducta ob-
jeto se deben al efecto de tratamiento. Se compara visual-
mente el patrón de datos esperado, según el diseño, y el 
obtenido. Para el mismo objetivo se podría utilizar el p-
valor de una prueba de aleatorización, que serviría para 
una inferencia causal tentativa (que no una inferencia po-
blacional basada en supuestos y modelos; Manolov y 
Onghena, 2018). La idea de la prueba de aleatorización es 
que se escoge de antemano un estadístico de prueba, y este 
estadístico se calcula para todas las divisiones de datos po-
sibles (i.e., todas las aleatorizaciones o maneras de asignar 
los momentos de medida a diferentes condiciones). De 
esta manera, el p-valor se obtiene directamente a partir de 
los datos, sin necesidad de asumir una distribución (e.g., 
normal) para el estadístico de prueba o para los datos 
(Heyvaert y Onghena, 2014).  

 
Un segundo objetivo podría ser, en algunos casos, 

comparar los datos a un resultado final deseable, como 
cuando se utilizan criterios de maestría y niveles preesta-
blecidos de rendimiento (McDougale et al., 2015). En este 
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sentido, es posible cuantificar el grado en qué se ha con-
seguido el objetivo, comparando el nivel deseado con el 
nivel conseguido (Ferron et al., 2020).  

 
Un tercer objetivo es la cuantificación de la magnitud 

de la diferencia mediante la obtención tamaño del efecto, 
aunque puede presentar retos interpretativos, conside-
rando que los criterios a seguir deberían ser específicos de 
cada ámbito de investigación (Vannest y Sallese, 2021). 
Las secciones siguientes se refieren a la cuantificación del 
tamaño de la diferencia entre condiciones.  

 
Finalmente, se puede considerar una comparación más 

generalizada entre la situación antes y después del trata-
miento a través del índice de cambio fiable (Estrada et al., 
2019), en caso de utilizarse medidas con propiedades psi-
cométricas conocidas. 

 
Escala de medida y unidad de medida 
 
En cuanto a la escala de medida de la variable depen-

diente, si ésta es ordinal, se pueden utilizar índices de no 
solapamiento (Parker et al., 2011). Cuando la escala de 
medida es de intervalo o razón, se pueden calcular dife-
rencias en medias y tendencias. En estos casos, el investi-
gador puede seleccionar las unidades de medida deseadas 
para la cuantificación resumen: porcentajes (e.g., el loga-
ritmo de la razón de respuestas se puede convertir a un 
cambio porcentual; Pustejovsky, 2018), estandarizadas 
(e.g., la diferencia de medias estandarizada entre casos: 
Shadish et al., 2014; modelos multinivel tras estandarizar 
los datos), o no estandarizadas (e.g., modelos multinivel 
con los datos originales).   

 
Intra-individual o entre individuos 
 
Otro criterio para escoger el enfoque analítico es el ni-

vel de análisis. Si el foco es obtener cuantificaciones se-
paradas para cada individuo, se pueden utilizar medidas 
intra-individuales como la diferencia de media estandari-
zada (Busk y Serlin, 1992) y los índices de no solapa-
miento (Parker et al., 2011). Si el objetivo es obtener una 
única cuantificación general para varios individuos, se 
puede usar la diferencia de medias estandarizada entre in-
dividuos (Shadish et al., 2014) o modelos multinivel (Fe-
rron et al., 2009, 2010).  

Una clasificación parecida procede del tipo de diseño. 
Por ejemplo, un diseño ABAB implica una comparación 
intra-serie, mientras que un diseño de línea base múltiple 
permite tanto la comparación intra-serie, como entre-se-
ries (ver Ferron et al., 2014). En este último tipo de diseño, 
la comparación entre-series está ligada al inicio concu-
rrente de la fase de línea base (Christ, 2007).  

 
 

Técnicas analíticas y su  
implementación en software gratuito 

 
Inspección Visual 
 
En cuanto a la inspección visual, elemento analítico 

que suele estar presente siempre, los desarrollos se pueden 
organizar en seis ámbitos. Primero, se han hecho recomen-
daciones sobre las características deseables de los gráficos 
como representaciones visuales (Dart y Radley, 2018). Se-
gundo, se han listado aspectos de los datos a considerar 
(Ledford et al., 2019; Maggin et al., 2018): nivel, tenden-
cia, variabilidad, inmediatez, solapamiento y consistencia. 
Concretamente, dentro de cada fase, se puede valorar el 
nivel, la tendencia y la variabilidad. Complementaria-
mente, a la hora de comparar fases adyacentes, se pueden 
identificar cambios de nivel o cambios de tendencia, ade-
más de valorar si dichos cambios son inmediatos o demo-
rados. Otro tipo de comparación se refiere al grado en que 
las diferentes fases incluyen valores parecidos (i.e., grado 
de solapamiento). Finalmente, al considerar varias ocasio-
nes de demostración de efecto, se puede valorar la consis-
tencia entre fases parecidas y la consistencia del efecto 
(Manolov y Tanious, 2022). Tercero, se ha propuesto usar 
medianas, líneas de tendencia y de variabilidad y cuantifi-
caciones de no solapamiento que acompañen a la valora-
ción visual de estos aspectos (Lane y Gast, 2014). Cuarto, 
se han propuesto protocolos que sistematicen los diferen-
tes pasos del análisis visual, aunque sin necesariamente 
acudir a cuantificaciones para cada uno de los aspectos de 
los datos. (Wolfe et al., 2019). Quinto, se han propuesto 
ayudas visuales en forma de líneas de tendencia central y 
variabilidad superpuestas (e.g., Fisher et al., 2003). Sexto, 
se han propuesto gráficos para un análisis conjunto de va-
rias comparaciones entre condiciones (Manolov, Tanious 
et al., 2022).  
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Opciones intra-individuales  
 
En la presente sección las diferentes opciones analíti-

cas intra-individuales se organizarán según el aspecto fo-
cal de los datos: nivel (media o mediana), tendencia, va-
riabilidad, solapamiento, inmediatez y consistencia.  

 
Los índices de no solapamiento (comparados en Par-

ker, Vannest y Davis, 2011) son un grupo de cuantifica-
ciones que se centran en la información ordinal contenida 
en los datos. Específicamente, comparan datos de diferen-
tes condiciones en cuanto a cuál de ellos es superior, sin 
tener en cuenta la distancia (i.e., cuán superior). Algunos 
índices resumen los datos de la fase de línea base mediante 
su mejor dato (el índice con acrónimo PND; Scruggs et al., 
1987) o la mediana (el índice con acrónimo PEM; Ma, 
2016), mientras que otros utilizan todos los datos sin resu-
mirlos (el índice con acrónimo NAP; Parker & Vannest, 
2009). A su vez, algunos índices no tienen en cuenta una 
posible tendencia hacia la mejora espontánea durante la 
fase de línea base (PND, PEM, NAP), mientras que otros 
sí controlan este tipo de tendencia (los índices Tau de Par-
ker, Vannest, Davis y Sauber 2011). En cuanto al soft-
ware, la página web https://jepusto.shinyapps.io/SCD-
effect-sizes proporciona explicaciones y fórmulas, además 
de las cuantificaciones.  

 
Al centrarse en el nivel, las cuantificaciones propuestas 

han sido la diferencia de medias estandarizada (Busk y 
Serlin, 1992) y el logaritmo de la razón de respuestas (Pus-
tejovsky, 2018). Para diferencias de medias estandariza-
das intra-individuales y una cuantificación en términos de 
porcentaje se puede utilizar https://jepus-
to.shinyapps.io/SCD-effect-sizes. 

 
En cuanto a las opciones que incorporan la tendencia, 

se trata de propuestas basadas en modelos de regresión, 
por ejemplo: (a) cuantificación separada del cambio de 
pendiente y del cambio de nivel para la primera ocasión 
de la fase de intervención, conocidos en inglés como mo-
delos “piecewise” (Center et al., 1985; Moeyaert et al., 
2014); y (b) cuantificación conjunta a través del promedio 
de las diferencias entre la tendencia proyectada de la fase 
de línea base y la tendencia ajustada en la fase de interven-
ción (Swaminathan et al., 2014). En cuanto al software, el 
análisis de un único nivel siguiendo un modelo “piece-

wise” (i.e., una comparación A-B) se puede llevar a me-
diante http://34.251.13.245/MultiSCED/ (Declercq et al., 
2020) y https://manolov.shinyapps.io/Regression/, que 
también incorpora el modelo de Swaminathan et al. 
(2014).  

 
En cuanto a la inmediatez del cambio, la propuesta ini-

cial fue comparar la media de las tres últimas medidas de 
la fase de línea base con la media de las tres primeras me-
didas de la fase de intervención, aplicable mediante 
https://manolov.shinyapps.io/Overlap/. Una propuesta 
más reciente permite identificar el momento (o los mo-
mentos) más probable(s) en que se produjo el mayor cam-
bio y, por lo tanto, valorar si dicho momento coincide con 
el momento de cambio de fase (en inglés, Bayesian 
Unknown Change Point Model, Natesan y Hedges, 2017). 
El código de R para esta opción está disponible en 
https://github.com/prathiba-stat/BUCP. Otra opción es ex-
plorar diferentes latencias, teniendo en cuenta si el tipo de 
efecto esperado es abrupto o progresivo (Manolov y 
Onghena, 2022).  

 
Finalmente, nótese que las pruebas de aleatorización 

(Heyvaert y Onghena, 2014) permiten seleccionar como 
estadístico de prueba una cuantificación centrada en el ni-
vel (e.g., una diferencia de medias), en la tendencia (e.g., 
diferencia de pendientes), en la variabilidad (e.g., razón de 
varianzas) o en el solapamiento. Mediante dichas pruebas 
se asocia un p-valor a estas cuantificaciones para represen-
tar probabilidad de obtener una diferencia tan grande o 
mayor en ausencia de efecto de la intervención. 

  
Opciones entre individuos  
 
La recomendación realizada por What Works Clea-

ringhouse (2022), pero no compartida por todos (e.g., Kra-
tochwill et al., 2021), es utilizar una diferencia de medias 
estandarizada que permita obtener una única cuantifica-
ción para varios participantes. Se trata de dos procedi-
mientos diferentes. Uno no tiene la tendencia en cuenta 
(utilizando estimación por el método de los momentos; 
Shadish et al., 2014), mientras que el otro sí modela la ten-
dencia (utilizando estimación por máxima verosimilitud 
restringida; Pustejovsky et al. 2014). La estandarización 
se consigue teniendo en cuenta tanto variabilidad intra-in-
dividual, como entre individuos, para obtener una cuanti-
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ficación comparable a la que se obtiene en diseños de com-
paración de grupos. La autocorrelación se modela a la hora 
de obtener el intervalo de confianza alrededor de la esti-
mación puntual. 

 
Un objetivo similar se consigue mediante los modelos 

multinivel de dos niveles (Ferron et al., 2009), que tam-
bién permiten obtener cuantificaciones separadas para 
cada individuo a través de estimaciones Bayesianas empí-
ricas (Ferron et al., 2010).  

 
En cuanto al software, para las dos versiones de la di-

ferencia de medidas estandarizada entre casos se puede 
utilizar https://jepusto.shinyapps.io/scdhlm. La potencia 
se puede calcular mediante https://abkpowercalcula-
tor.shinyapps.io/ABkpowercalculator/.  

 
La web http://34.251.13.245/MultiSCED/ (Declercq et 

al., 2020) permite llevar a cabo un análisis de dos niveles. 
Otra web, https://manolov.shinyapps.io/SeveralAB/, 
ofrece las estimaciones Bayesianas empíricas de los efec-
tos individuales y permite modelar la autocorrelación y va-
rianza residual heterogénea y además de ofrecer los valo-
res de los criterios informacionales AIC y BIC que permi-
ten la comparación entre modelos. 

 
Una manera diferente de combinar resultados de varios 

casos es valorar si un efecto puede considerar exitosa-
mente replicado (Manolov, Tanious et al., 2022) gracias a 
una definición a priori del nivel deseado tras la interven-
ción y del mínimo cambio deseable. Esta opción está im-
plementada en https://manolov.shinyapps.io/Brinley/. 

 
Opciones entre estudios 
 
Debido a la importancia de la replicación para genera-

lizar conclusiones en el contexto DECU, el metaanálisis 
de resultados de diferentes estudios sobre la misma pro-
blemática y con la misma intervención es necesario. Re-
cientemente, se han distinguido dos enfoques (Declercq et 
al., 2022): combinar tamaños del efecto (dos etapas) y 
combinar datos directamente (una etapa).  

 
En cuanto al software, http://34.251.13.245/MultiS-

CED/ (Declercq et al., 2020) permite implementar un mo-
delo de tres niveles (i.e., una etapa), mientras que 

https://manolov.shinyapps.io/Change permite un me-
taanálisis de dos etapas combinando tamaños del efecto. 

 
 
 

Discusión 
 

Recomendaciones  
 
Planificar 
 
Antes de recoger y analizar datos, hay que asegurarse 

que el estudio puede aportar evidencia científica sólida: 
siguiendo las recomendaciones metodológicas (e.g., Per-
dices et al., 2023; What Works Clearinghouse, 2022). Asi-
mismo, hay que valorar si con los recursos disponibles o 
factibles (participantes y número de momentos de me-
dida), las técnicas analíticas funcionarían adecuadamente 
en términos de ausencia de sesgo, eficiencia, tasa de error 
Tipo I y potencia estadística.  

 
En cuanto a la planificación, en caso de que haya alea-

torización en el diseño y de que se utilice una prueba de 
aleatorización para inferencia causal tentativa, es necesa-
rio comprobar si el número de aleatorizaciones posibles 
(según el diseño) permite obtener un p-valor igual o infe-
rior al alfa nominal (habitualmente 0.05). El p-valor no 
puede ser más pequeño que 1 dividido entre el número de 
aleatorizaciones. El cálculo del número de aleatorizacio-
nes puede obtenerse para diferentes DECU a través de la 
web https://tamalkd.shinyapps.io/scda.  

 
Informar 
 
Se recomienda seguir las guías de publicación elabora-

das por un conjunto de expertos en los DECU (Tate et al., 
2016). Asimismo, una justificación es necesaria para la 
elección de la técnica. Esta justificación puede basarse en 
varios criterios: (a) el problema de investigación y la po-
sibilidad de obtener información útil; (b) el patrón de datos 
esperado (e.g., la presencia de mejora espontánea durante 
la fase de línea base; (c) la adecuación de las propiedades 
estadísticas (ausencia de sesgo, mayor eficiencia, mayor 
potencia estadística); (d) facilidad de interpretación, más 
allá de meramente reportar valores. Consideramos que hay 
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dos justificaciones que no deberían serlo: (a) facilidad de 
cálculo y (b) tradición (e.g., publicaciones previas).  

 
Aparte de valorar si un efecto es visualmente claro, si 

es grande o estadísticamente significativo, se ha recomen-
dado valorar la validez social (Snodgrass et al., 2023). Se 
trata de una aproximación a la significación práctica: el 
funcionamiento del individuo después de la intervención, 
el mantenimiento del efecto en el tiempo, la posibilidad de 
que la intervención se implemente por agentes típicos y 
con los recursos disponibles en la práctica profesional, etc.  

 
Limitaciones y aportaciones 

 
El objetivo de este artículo es ofrecer una amplia pano-

rámica de las principales características de los DECU y 
sus diferentes tipologías. Esto se ha hecho previamente en 
inglés (e.g., Ledford et al., 2019; Maggin et al., 2018) y 
también se dispone de texto en castellano (e.g., Bono y 
Arnau, 2014), aunque sin incluir los últimos desarrollos a 
nivel de análisis de datos. Adicionalmente, también se 
quería ofrecer una estructura organizativa y una panorá-
mica de las diferentes técnicas de análisis de datos dispo-
nibles. También se dispone de textos en inglés sobre esta 
temática (e.g., Maggin et al., 2019; Manolov, Moeyaert et 
al., 2022), pero los criterios organizativos que aquí se pre-
sentan, para guiar a la hora de escoger cómo analizar los 
datos, son más completos, al atender al nivel de análisis 
deseado, al tipo de análisis que se desea realizar, a la es-
cala de medida de la variable de interés, y a la necesidad 
(o no) de considerar una tendencia en los datos.  

 
Otra aportación del presente texto es el listado organi-

zado de software gratuito disponible. Lo mencionado en 
el texto se complementa por un proyecto de Open Science 
Framework https://osf.io/t6ws6., donde se dispone de 
ejemplos de la manera en la que los datos han de organi-
zarse para cada una de las webs creadas con R y Shiny. 

 
En cuanto a las limitaciones, las restricciones de longi-

tud del texto han impedido profundizar en los detalles téc-
nicos de los procedimientos. Para obtener información 
más detallada, se invita al lector a consultar la siguiente 
lista de bibliografía relevante sobre DECU: 
https://osf.io/u9g2r.  
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Resumen 
 
El metaanálisis con modelos de ecuaciones estructurales 
(Meta-Analytic Structural Equation Modeling, MASEM) 
es una metodología novedosa de síntesis de la evidencia 
que combina las ventajas del metaanálisis tradicional con 

los modelos de ecuaciones estructurales, permitiendo 
explorar relaciones complejas entre variables a través de 
la integración de estudios independientes. Este tutorial 
ofrece una introducción accesible a la metodología 
MASEM, incluyendo los conceptos fundamentales, los 
pasos metodológicos para su implementación, y una 
aplicación práctica usando software estadístico libre. El 
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objetivo es proporcionar a los investigadores una 
comprensión sólida y las herramientas necesarias para 
aplicar MASEM en sus propios estudios. Para ello se 
aborda desde la preparación de datos hasta la 
interpretación de resultados, destacando tanto las 
fortalezas como las limitaciones de esta metodología. 

Palabras clave: MASEM; Metaanálisis; Modelos de 
ecuaciones estructurales; Síntesis de la evidencia. 

 

 

Abstract 

Meta-Analytic Structural Equation Modeling (MASEM) 
is a novel methodology for evidence synthesis which 
combines the advantages of traditional meta-analysis and 
structural equation modeling, allowing the exploration of 
complex relationships among variables through the inte-
gration of independent studies. The present tutorial offers 
an accessible introduction to the MASEM methodology, 
including the key concepts involved, methodological 
steps for implementation, and a practical example using 
free statistical software. The goal is to provide research-
ers with a solid understanding and with the necessary 
tools to apply MASEM techniques to their own studies. 
To that aim, the process from data preparation to results 
interpretation is covered, highlighting the strengths and 
limitations of this methodology. 

Keywords: MASEM; Meta-analysis; Structural 
equation models; Evidence synthesis. 

 

 

Introducción 
 
El incremento masivo de artículos científicos publica-

dos cada año plantea desafíos para el seguimiento de los 
desarrollos y avances en áreas específicas del conoci-
miento. Para enfrentar esta sobrecarga de información, en 
la década de 1970 surgieron diversas técnicas diseñadas 
para sintetizar la evidencia científica acumulada en un 

campo de investigación determinado. Entre ellas, destaca 
el metaanálisis (Glass, 1976), definido como un conjunto 
de métodos estadísticos que permiten combinar de forma 
cuantitativa los resultados de estudios que investigan cues-
tiones similares, con el fin de generar conclusiones más 
robustas y precisas (Cooper et al., 2019). 

 
La mayoría de los metaanálisis publicados hasta la fe-

cha en Psicología se han centrado en sintetizar la evidencia 
disponible sobre la asociación entre dos variables. Por 
ejemplo, Hattie (2009) realizó una meta-revisión de más 
de 800 metaanálisis que estudiaban la relación bivariada 
entre diversas características (de los estudiantes, de los 
profesores, de las políticas) y el rendimiento académico. 
Sin embargo, muchas preguntas de investigación en 
Psicología son multivariantes, es decir, involucran la com-
prensión de cómo múltiples variables interactúan de forma 
compleja para influir en un determinado resultado. Por 
ejemplo, ¿cómo interactúan conjuntamente las caracterís-
ticas familiares, contextuales y del estudiante para deter-
minar el rendimiento académico? 

 
Los enfoques tradicionales de metaanálisis no permi-

ten responder a preguntas de investigación de naturaleza 
multivariante. Para superar esta limitación, Becker (1992, 
1995; ver también Becker y Aloe, 2019) propuso un enfo-
que meta-analítico basado en modelos, es decir, yendo 
más allá de las asociaciones bivariadas. Este enfoque per-
mite la evaluación de teorías, y con ello ofrece una com-
prensión más profunda de fenómenos complejos, algo fun-
damental para el avance del conocimiento científico en 
Psicología y ciencias afines. 

 
Una metodología clave en este contexto es el metaaná-

lisis de modelos de ecuaciones estructurales (en inglés, 
Meta-Analytic Structural Equation Modeling, MASEM), 
el cual ha ido ganando relevancia a lo largo de las últimas 
décadas (Cheung, 2015, 2019; Cheung y Chan, 2005; Jak, 
2015; Viswesvaran y Ones, 1995). Debido a su creciente 
importancia y a su gran potencial para la investigación psi-
cológica, el objetivo de este trabajo es ofrecer una intro-
ducción accesible en español al MASEM, así como pro-
porcionar herramientas para su implementación. Para lec-
tores/as sin experiencia previa con técnicas de metaanáli-
sis univariado, el estudio de las referencias de la siguiente 
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sección resultará de gran utilidad para comprender las sec-
ciones posteriores. 
 
 
 

MASEM: encajando las piezas 
 
En metaanálisis, los datos individuales de los estudios 

no suelen estar disponibles para su integración. En conse-
cuencia, se recurre a indicadores numéricos de la magni-
tud de la asociación entre las variables de interés, conoci-
dos como tamaños del efecto (v.g., correlación de Pear-
son), que pueden calcularse fácilmente a partir de la infor-
mación disponible en los estudios primarios (Grissom y 
Kim, 2012).  

 
A la hora de combinar los tamaños del efecto en el me-

taanálisis, existen dos tipos principales de modelos, efec-
tos fijos y efectos aleatorios (Hedges y Vevea, 1998). Por 
un lado, el modelo de efectos fijos (Fixed-Effects Model) 
asume que los tamaños del efecto varían entre estudios de-
bido únicamente a que las muestras utilizadas son diferen-
tes. El modelo de efectos aleatorios (Random-Effects Mo-
del), en cambio, asume que la variabilidad observada entre 
tamaños del efecto no se debe únicamente a la diferencia 
entre muestras (variabilidad muestral) sino también a la 
diferencia entre las características de los estudios (variabi-
lidad inter-estudios). El uso de un modelo u otro depen-
derá de consideraciones teóricas (¿realmente puedo con-
siderar estos estudios como réplicas?) y/o empíricas (¿se 
observa tanta variabilidad inter-estudios como para con-
cluir que los estudios provienen de poblaciones diferen-
tes?), así como del grado de generalización que se persi-
gue (estrictamente, solo el modelo de efectos aleatorios 
permite generalizar las conclusiones más allá de la mues-
tra de estudios incluidos, que se asume que representan 
una muestra razonablemente representativa de una pobla-
ción más amplia). Además, el modelo de efectos aleatorios 
implica una mayor complejidad, por lo que no es aconse-
jable para aplicaciones con muy pocos estudios. Para am-
pliar información sobre metaanálisis, recomendamos los 
manuales de Cooper et al. (2019) y Botella y Sánchez-
Meca (2015). 

 

Por otra parte, los modelos de ecuaciones estructurales 
(Structural Equation Modeling, SEM) constituyen un con-
junto de técnicas estadísticas que facilitan la evaluación de 
las interrelaciones entre variables, ya hayan sido éstas di-
rectamente observadas o se hayan construido a partir de 
un conjunto de variables observadas (variables latentes). 
A diferencia de los métodos tradicionales como la regre-
sión múltiple que tiende a modelar relaciones unidireccio-
nales y analizar constructos de forma independiente, los 
modelos SEM permiten modelar múltiples relaciones si-
multáneamente, lo que los hace útiles para evaluar mode-
los teóricos más complejos. También constituyen una po-
tente herramienta en la investigación psicométrica, donde 
una de sus aplicaciones más comunes es el análisis facto-
rial confirmatorio, utilizado para evaluar la estructura in-
terna de un test o cuestionario. 

 
El punto de partida para ajustar un modelo SEM es la 

matriz de varianzas-covarianzas de los datos y el tamaño 
muestral. Una vez se ajusta el modelo deseado propuesto 
por el/la investigador/a, se obtiene la matriz de varianzas-
covarianzas reproducida, es decir, la matriz que se des-
prendería del modelo estructural propuesto. El ajuste del 
modelo se evalúa en base a las diferencias entre la matriz 
de varianzas-covarianzas observada y la reproducida, uti-
lizando para ello diversos índices de bondad de ajuste. 
Cuanto menor es la discrepancia entre estas dos matrices, 
mejor ajustarían los datos al modelo propuesto. Cuando se 
aplican como parte de un MASEM, los modelos SEM sue-
len utilizar matrices de correlaciones no transformadas (cf. 
Cheung y Chan, 2005) en lugar de matrices de varianzas-
covarianzas, ya que las primeras permiten extraer la infor-
mación en una métrica común para todos los estudios pri-
marios. Para más información, redirigimos al lector a 
Kline (2023), Lei y Wu (2007), y Ruiz y col. (2010).  

 
La combinación de los modelos SEM con las técnicas 

meta-analíticas ha culminado en los modelos MASEM, 
bajo cuyo nombre hay un conjunto de procedimientos cre-
ciente que se pueden agrupar en dos categorías generales: 
enfoques basados en correlaciones y basados en paráme-
tros (ver Tabla 1). La diferencia radica en que, mientras en 
el primer caso se sintetizan matrices de correlaciones entre 
variables, en el segundo caso la síntesis se hace con los 
tamaños del efecto del modelo (e.g., coeficientes de corre-
lación parcial, pesos de regresión, etc.).  
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Enfoques MASEM 
 
En esta sección se presentan los principales enfoques 

metodológicos empleados en la actualidad para el ajuste 
de modelos MASEM, aplicándolos a un metaanálisis rea-
lizado por Cano-López y colaboradores (2022) sobre el 
modelo metacognitivo de la rumiación y la depresión (Fi-
gura 1) propuesto por Papageorgiou y Wells (2003). La 
base de datos completa, que incluye 15 estudios y las co-
rrelaciones entre las variables presentados en Figura 1, 
puede encontrarse en 
https://osf.io/cq74m/?view_only=87ecffb55d87455e8a50
b97e4e9b5e3d  
 

 

MASEM basado en correlaciones en 
dos etapas (TSSEM) 

 
La primera etapa de este enfoque consiste en combinar 

meta-analíticamente las matrices de correlaciones entre 
las variables integrantes del modelo examinado. Para ello, 
también se extraen los tamaños muestrales de los estudios 
primarios, con el fin de ponderar cada coeficiente de co-
rrelación de acuerdo con su precisión. En una segunda 
etapa, se ajusta el modelo SEM sobre la matriz combinada 
obtenida en el paso anterior (Cheung y Chan, 2005). A 
continuación, explicamos cómo realizar estos análisis uti-
lizando R. En el material suplementario 
(https://osf.io/cq74m/?view_only=87ecffb55d87455e8a5
0b97e4e9b5e3d) también se incluye un tutorial sobre 
cómo realizar estos análisis utilizando una aplicación web, 

Tabla 1 
 
Resumen de los principales procedimientos MASEM 
 

Tipo Procedimiento Autores principales Descripción general 

Basado en 
correlaciones 

Two-Stage 
(TSSEM) 

Cheung (2015) 
Cheung y Chan (2005) 

Se sintetizan las matrices de correlaciones de cada 
estudio primario y luego se ajusta el modelo SEM. 

One-Stage 
(OSMASEM) Jak y Cheung (2020) La síntesis de las matrices de correlaciones y el ajuste se 

hace en un solo paso. 

Basado en 
parámetros Two-Stage Cheung y Cheung 

(2016) 
Primero se ajusta el modelo SEM en cada estudio y luego 
se sintetizan los parámetros de interés de los modelos 
resultantes. 

Nota. Este resumen no es exhaustivo, ya que existen otros procedimientos que no se abordarán en este manuscrito debido 
a su uso limitado. 
 

Figura 1 
 
Modelo metacognitivo de la rumiación y la depresión (Papageorgiou y Wells, 2003) 
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webMASEM (Jak et al., 2021) que ha sido creada especí-
ficamente para aplicar de forma sencilla esta metodología.  

 
En el ejemplo propuesto, comenzamos extrayendo de 

cada estudio las correlaciones de Pearson entre las cinco 
variables que conforman el modelo (Tabla 2), así como el 
tamaño muestral de cada estudio. Encontramos que hay 
estudios que no incluyen todas las correlaciones de interés, 
lo cual sucede habitualmente porque no se han estudiado 
todas las variables del modelo, en cuyo caso se asumen 
como variables perdidas y simplemente se filtran en los 
análisis MASEM. Un escenario diferente es el de las co-
rrelaciones perdidas, que se produce cuando los autores 
no reportan en el manuscrito alguna de estas correlaciones 
por no ser de su interés (este es el caso de estudio 1 de la 
Tabla 2, donde los autores no reportan la correlación entre 
rumiación y depresión a pesar de que ambas variables se 
habían estudiado). Este segundo escenario sí es problemá-
tico cuando se aplica un modelo de efectos fijos (cf. Jak y 
Cheung, 2018a), en cuyo caso habrá que considerar como 
perdida aquella variable de la que no se reportan todas sus 
correlaciones.  
 

Una vez se han extraído las correlaciones y sus tama-
ños muestrales, éstas se combinan utilizando técnicas de 
metaanálisis multivariado para obtener una matriz de co-
rrelaciones combinada. Becker (1992) propuso inicial-
mente realizar esta combinación de matrices utilizando el 

método de estimación por Mínimos Cuadrados Generali-
zados. Sin embargo, en MASEM se realiza esta combina-
ción utilizando modelos SEM. En caso de aplicar un mo-
delo de efectos fijos, la matriz de correlaciones combinada 
se obtendría tras realizar un análisis multigrupo (Cheung 
y Chan, 2005). Si por el contrario se desea aplicar un mo-
delo de efectos aleatorios, se emplean otras técnicas más 
complejas, cuyos detalles se pueden consultar en Cheung 
(2013). Como ya se ha mencionado, la decisión de ajustar 
un modelo u otro dependerá de consideraciones teóricas 
y/o prácticas. 

 
Desde un punto de vista teórico, los estudios que se van 

a sintetizar en este ejemplo presentan diferencias sustan-
ciales en cuanto a sus características y procedimientos, lo 
que sugiere la necesidad de aplicar un modelo de efectos 
aleatorios. No obstante, con fines didácticos, iniciamos el 
análisis utilizando un modelo de efectos fijos, con el obje-
tivo de ilustrar cómo evaluar su ajuste y determinar, desde 
una perspectiva empírica, si es el modelo más adecuado 
para estos datos. 

 
Para ajustar cualquiera de los modelos, se utiliza la 

función tssem1 del paquete metaSEM. En el código de R 
(disponible en 
https://osf.io/cq74m/?view_only=87ecffb55d87455e8a50
b97e4e9b5e3d), se explica paso a paso cómo preprocesar 
los datos para obtener los objetos que se utilizan en los 

Tabla 2 
 
Matrices de correlaciones de los dos primeros estudios analizados 
 

Estudio 1       
  1 2 3 4 5 
1. Creencias positivas 1     
2. Creencias negativas (I) - 1    
3. Creencias negativas (II) - - 1   
4. Rumiación .45 - - 1  
5. Depresión .53 - - - 1 
Estudio 2       
  1 2 3 4 5 
1. Creencias positivas 1     
2. Creencias negativas (I) .21 1    
3. Creencias negativas (II) .12 .57 1   
4. Rumiación .58 .51 .39 1  
5. Depresión .23 .35 .47 .47 1 

 
 



 
 

 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 23–40. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43279 

 
28 

próximos comandos, que son la lista de matrices de corre-
laciones (corr_lista$data) y los tamaños muestrales 
(corr_lista$n). Este código también incluye los coman-
dos para eliminar las variables que contienen correlacio-
nes perdidas, paso que sólo es necesario en el caso de apli-
car un modelo de efectos fijos1. Además, tenemos que in-
dicar qué modelo queremos ajustar indicándolo en el co-
mando method, donde "FEM" se referirá a un modelo de 
efectos fijos. 

 
paso1_EF <- tssem1(Cov=corr_lista$data, 

n=corr_lista$n, method="FEM") 
 

 
1 Este código ha sido adaptado del manual de Jak (2015). 

Después de realizar los análisis, podemos imprimir los 
resultados (Figura 2) con el comando 
summary(paso1_EF). 

  
En los resultados, primero se observan las correlacio-

nes combinadas en forma de vector. Antes de interpretar-
las, es crucial evaluar el ajuste del modelo para determinar 
si es adecuado aplicar un modelo de efectos fijos. Un test 
χ2 significativo (χ2 = 212.46, p < .001) indica que no po-
demos asumir que todas las correlaciones provienen de 
una misma población, lo que sugiere heterogeneidad entre 
los estudios. Según Hu y Bentler (1999), un RMSEA < .06 
y un CFI > .95 indican un buen ajuste. En este caso, el CFI 
cumple (.965), pero el RMSEA es superior (.094), lo que 

 

Figura 2 

Resultados al ejecutar el comando summary (paso1_EF) 
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sugiere que el ajuste es cuestionable. Por lo tanto, los datos 
empíricos también invitan al ajuste de un modelo de efec-
tos aleatorios.  

 
Para ajustar un modelo de efectos aleatorios, utiliza-

mos la misma función, modificando el método a REM. En 
caso de contar con un número reducido de estudios, como 
ocurre en este ejemplo, es recomendable emplear el co-
mando RE.type = "Diag", que supone asumir que los 
elementos fuera de la diagonal principal de varianzas son 
0, y por lo tanto que los efectos aleatorios de las diferentes 

 
2 Si hay un número de estudios sustancial, se puede utilizar el 
comando RE.type = "Symm" para estimar estas covarianzas. 

correlaciones no covarían entre sí. A pesar de que esta su-
posición puede no ser del todo realista, si el número de 
estudios es limitado, podría no ser viable estimar esas co-
varianzas2 (Cheung y Cheung, 2016). El código quedaría 
de la siguiente manera: 

paso1_EA <- tssem1(cons_lista$data, 
cons_lista$n, method="REM", RE.type = "Diag") 

 
Y para obtener los resultados (Figura 3), ejecutaríamos 

summary(paso1_EA). 
 

Figura 3. 
 
Resultados al ejecutar el comando summary(paso1_EA) 
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En los resultados, observamos que no sólo se imprime 
el vector que contiene las correlaciones combinadas en las 
líneas que comienzan con la palabra Intercept (en la Ta-
bla 3 se incluyen estas correlaciones en forma de matriz), 
sino también un vector con las varianzas inter-estudios de 
estas correlaciones (𝜏!). Para poder evaluar la magnitud de 
𝜏!con respecto a la varianza total de cada correlación, po-
demos revisar los valores de los estadísticos I2, que nos 
indicarían el porcentaje de la variabilidad total que se debe 
a heterogeneidad entre estudios (Higgins y Thompson, 
2002). Es importante interpretar el índice I2 en términos 
relativos (Borenstein et al., 2017). 
 

Como puede verse en la Tabla 3, las correlaciones más 
altas las encontramos entre creencias negativas (I) y creen-
cias negativas (II), seguido de rumiación y depresión. Las 
correlaciones combinadas en las que se observa un mayor 
porcentaje de variabilidad debido a heterogeneidad entre 
estudios son las correlaciones entre rumiación y depre-
sión. En esta fase, también se estima la matriz de varian-
zas-covarianzas de las correlaciones de la Tabla 2, que 
puede obtenerse mediante el comando vcov(paso1_EA). 
Esta es la matriz que se utilizará en el paso 2 para asignar 
pesos a las correlaciones en función de su precisión. La 
precisión de estas correlaciones depende del número de 
estudios, el tamaño muestral, y su heterogeneidad. 

 
A continuación, podemos ejecutar el paso 2, consis-

tente en ajustar el modelo SEM deseado sobre nuestra ma-
triz de correlaciones combinada. Para especificarlo, em-
pleamos el modelo de acción reticular (Reticular Action 
Model; McArdle y McDonald 1984), que implica la crea-
ción de tres matrices: En la matriz A se definen todos los 
coeficientes de regresión que se desean estimar, en la ma-

triz S se establecen las varianzas (que también han de es-
timarse), y, por último, si el modelo incluye variables la-
tentes, se tendrían que especificar en la matriz F. El código 
de R disponible en el material suplementario incorpora 
más instrucciones sobre cómo crear estas matrices.  

 
Una vez creadas, podemos utilizar la función tssem2 

para obtener las estimaciones de los parámetros del mo-
delo SEM. Al aplicar la función tssem2, aparte de indicar 
nuestra matriz A y S, también hay otros dos comandos a 
los que atender. El primero es diag.constraints = 
TRUE, el cual garantiza que, al ajustar el modelo, se tenga 
en cuenta que la diagonal de la matriz de correlaciones 
combinada está compuesta exclusivamente por 1s. El se-
gundo comando, intervals = "LB", se refiere al método 
utilizado para obtener los intervalos de confianza. En este 
caso hemos seleccionado intervalos basados en verosimi-
litud (likelihood-based intervals) ya que tienen un rendi-
miento superior a los intervalos de confianza tradicionales 
basados en los errores típicos (cf. Cheung, 2009), y ade-
más son el único método aplicable cuando diag.cons-
traints=TRUE. 

 
paso2_EA <- tssem2(cons_re, Amatrix = A, 

Smatrix = S, diag.constraints=TRUE, intervals 
= "LB")  

Tabla 3 
 
Matriz de correlación combinada, que se utilizará para ajustar un modelo SEM en la etapa 2. Entre paréntesis aparece el 
valor del estadístico I2 

 
Estudio 1       
  1 2 3 4 5 
1. Creencias positivas 1     
2. Creencias negativas (I) .26 (18%) 1    
3. Creencias negativas (II) .16 (23%) .62 (0%) 1   
4. Rumiación .43 (67%) .51 (81%) .41 (17%) 1  
5. Depresión .26 (0%) .47 (84%) .43 (68%) .54 (85%) 1 
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Para obtener los resultados (Figura 4), ejecutamos el 
siguiente comando: summary(paso2_EA)3  

 
Al igual que en el paso 1, antes de explorar las estima-

ciones del modelo debemos valorar su ajuste. Se puede ob-
servar que tanto el RMSEA como en CFI están dentro de 
los límites recomendados por Hu y Bentler (1999), por lo 
que el ajuste del modelo propuesto parece adecuado. Por 
lo tanto, podemos explorar las estimaciones del modelo 
(ver Figura 1). A excepción de la relación entre creencias 

 
3 Es importante advertir al lector de que cuando se lleva a cabo el 
paso 2 de MASEM con este ejemplo, se obtiene una advertencia: 
 

 

negativas (I) y depresión, el resto de las estimaciones son 
estadísticamente significativas.  

 
En MASEM, también podemos valorar la significación 

de los efectos indirectos entre variables, como por ejemplo 
la influencia indirecta de creencias positivas (PB) sobre 
creencias negativas I (NBI) a través de la variable rumia-
ción (R). Para ello, dentro del comando tssem2, debemos 
especificar qué efecto indirecto queremos estimar, especi-
ficando el producto de los efectos directos que lo compo-
nen: 

Este mensaje advierte del cambio de método de estimación 
utilizado para ajustar el modelo, lo cual puede afectar a la 
precisión de los errores típicos. Puesto que en este caso los 
intervalos de confianza no están basados en los errores típicos, no 
supone un gran problema. 

Figura 4 
 
Resultados al ejecutar el comando summary(paso2_EA) 
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paso2_EA_ind <- tssem2(paso1_EA, Amatrix=A, 
Smatrix=S,  

diag.constraints=TRUE, intervals="LB", 
mx.algebras=list(Ind=mxAlge-

bra(PB2R*R2NB1,name="Ind"))) 
 
En este caso, PB2R y R2NB1 son los nombres asigna-

dos a las asociaciones bivariadas de interés en la matriz A. 
Al imprimir los resultados con el comando sum-
mary(paso2_EA_ind), aparece la estimación del efecto 
indirecto (que no es más que el producto de los dos efectos 
directos, 0.447 * 0.550 = 0.246) y su intervalo de con-
fianza (IC), a través del cual podemos evaluar su signifi-
cación estadística (Figura 5): 
 
Figura 5 
 
Resultados al ejecutar el comando 
summary(paso2_EA_ind) 
 

 
 

    
En este caso, el efecto indirecto de creencias positivas 

sobre creencias negativas (0.246) sí que sería estadística-
mente diferente de 0 (IC al 95% 0.214, 0.279). 

 
Una fase muy importante en metaanálisis es el análisis 

de variables moderadoras, es decir, analizar cómo las ca-
racterísticas de los estudios (e.g., edad media de la mues-
tra) afectan a las estimaciones meta-analíticas. Desafortu-
nadamente, el enfoque TSSEM sólo permite explorar el 
rol moderador de características cualitativas de los estu-
dios (e.g., tipo de diseño de investigación empleado). Para 
más información sobre cómo llevar a cabo análisis de mo-
deradores cualitativos (i.e., análisis de subgrupos) dentro 
de la metodología MASEM, derivamos al lector a Jak, y 
Cheung (2018b). Para superar esta limitación y permitir la 
incorporación de variables moderadoras cuantitativas, se 
ha propuesto el enfoque MASEM en una etapa 
(OSMASEM; Jak y Cheung, 2020). 

 
 
 

OSMASEM: MASEM basado en  
correlaciones en un solo paso 

 
Mediante este procedimiento, el modelo SEM meta-

analítico se ajusta directamente sobre los datos de los es-
tudios primarios (es decir, omitiendo el paso 1 del enfoque 
anterior). El procedimiento OSMASEM siempre asume 
un modelo de efectos aleatorios, y una gran ventaja es que 
permite explorar si las características de los estudios afec-
tan estadísticamente a todos o a algunos parámetros del 
modelo, ya sean estas variables cualitativas o cuantitativas 
(Jak y Cheung, 2020). El trabajo de Jak et al. (2021) cons-
tituye un excelente tutorial sobre cómo aplicar 
OSMASEM utilizando una aplicación web diseñada espe-
cíficamente para ello. 

 
Al aplicar OSMASEM, el modelo se especifica utili-

zando el lenguaje del paquete lavaan (Rosseel, 2012). Des-
pués, se construyen automáticamente las matrices A, S y 
F. Finalmente, para ajustar el modelo se aplica la función 
osmasem:  

res_osmasem<-osmasem(model.name="Modelo 
metacognición", 

 Mmatrix=M, Tmatrix=T, data=input, inter-
vals.type = "LB") 

 
El objeto M contiene las matrices A, S y F, la matriz T 

especifica la estructura de las varianzas inter-estudios de 
las correlaciones, y el objeto input contiene las correlacio-
nes de los estudios primarios, esta vez en forma de vecto-
res en lugar de matrices. Para obtener los resultados, se 
puede ejecutar el comando summary(res_osmasem) y 
comprobar así que las estimaciones son muy similares a 
las que constan en la Figura 1, obtenidas con el procedi-
miento MASEM basado en correlaciones en dos etapas 
utilizando un modelo de efectos aleatorios.  

 
En la base de datos que estamos analizando también se 

incluye la edad media de la muestra utilizada en cada es-
tudio. Podríamos hipotetizar que, por ejemplo, la relación 
entre rumiación y depresión (que según la Figura 1 es 
b = 0.420) es más fuerte en muestras donde la media de 
edad es menor. La gran ventaja de OSMASEM es que nos 
permite contrastar este tipo de hipótesis, aunque los estu-
dios que no reporten información sobre la variable mode-
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radora tengan que ser eliminados de los análisis (por ejem-
plo, el estudio 14).  

 
Derivamos a los lectores al código de R para obtener la 

explicación sobre cómo añadir un análisis de moderadores 
en la metodología OSMASEM, y recordamos que, para 
aquellos que no estén familiarizados con este programa, 
existe una aplicación web desde la que se pueden realizar 
estos análisis sin necesidad de utilizar código R (ver Jak et 
al., 2021). Mostramos a continuación los resultados que se 
obtienen (Figura 6), fijándonos en la última línea (matrix 
A1) que es la que contiene el efecto de la edad media sobre 
la relación entre rumiación y depresión (b = .001, 
p = .999). En este caso, la variable edad media no estaría 
moderando el efecto de rumiación sobre depresión. 
 

  
 
MASEM basado en parámetros 

 
El MASEM basado en parámetros también consta de 

dos pasos, aunque diferentes a los descritos en el MASEM 
basado en correlaciones. En este caso, primero se ajustaría 
el modelo SEM deseado (e.g., Figura 1) en cada estudio, 
se extraerían los coeficientes de regresión y sus errores tí-
picos, y en segundo lugar se realizaría un metaanálisis 
multivariado para obtener finalmente los coeficientes de 
regresión combinados (Cheung y Cheung, 2016). El prin-
cipal problema del procedimiento es que no pueden in-
cluirse estudios con variables o correlaciones faltantes. 
Esto ocurre porque los coeficientes de regresión, como ta-
maños del efecto parciales, dependen de las variables pre-

sentes en el modelo. Por ejemplo, la relación entre rumia-
ción y depresión (Figura 1) varía según la inclusión o no 
de la variable creencias positivas. Si esta variable no está 
en el modelo, las estimaciones de ese estudio serían in-
compatibles con las de otro que sí incluya la variable en el 
modelo. 

 
Esta limitación es importante, ya que, sobre todo en 

Ciencias Sociales, es muy complicado que todos los estu-
dios incluidos en un metaanálisis analicen exactamente las 
mismas variables. Mismamente, si quisiéramos aplicar 
MASEM basado en parámetros sobre la base de datos con 
la que estamos trabajando, sólo podríamos utilizar cinco 
estudios. Aunque la aplicación de este procedimiento es 
muy limitada, también cuenta con algunas ventajas, como 
por ejemplo que el análisis de moderadores (ya sean va-
riables cualitativas o cuantitativas) se puede hacer directa-
mente sobre los parámetros de los modelos extraídos en 
cada estudio. 

 
 

MASEM psicométrico 
 
En términos generales, se puede decir que la Psicome-

tría se ocupa de la medición de lo psicológico. Sin em-
bargo, a diferencia de otros procedimientos, lo caracterís-
tico de la Psicometría es su énfasis en las propiedades mé-
tricas exigibles a las mediciones psicológicas (Muñiz, 
2018). Por ejemplo, características como la fiabilidad y la 
validez son requisitos que toda evaluación psicológica ha 
de cumplir. Dado que existen muchos estudios primarios 
que analizan estas propiedades, se pueden realizar estudios 

Figura 6 
 
Resultados al ejecutar el comando summary(osmasem_edad) 
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meta-analíticos mediante los procedimientos estadísticos 
propios de esta estrategia de investigación. De todas las 
propiedades psicométricas, la fiabilidad ha sido la más es-
tudiada mediante metaanálisis, denominado Generaliza-
ción de la Fiabilidad (MA-GF). Estos estudios conllevan 
los objetivos propios de cualquier metaanálisis: obtener un 
resultado promedio (a partir de los coeficientes de fiabili-
dad de los estudios primarios), analizar la heterogeneidad 
y estudiar las fuentes de variación (Botella y Sánchez-
Meca, 2015).  

 
Este enfoque tradicional de metaanálisis tiene varios 

inconvenientes cuando se aplica al estudio de la fiabilidad 
(Scherer y Teo, 2020), tales como el reporte de diferentes 
índices de fiabilidad en los estudios primarios, la imposi-
bilidad de tratar la dependencia estadística entre los coefi-
cientes de fiabilidad de las puntuaciones totales y de las 
subescalas y la incapacidad de sintetizar el coeficiente de 
fiabilidad que mejor represente el modelo de medida del 
test. El coeficiente alfa, que es el más usado, se basa en 
supuestos que no se suelen cumplir (McNeish, 2018). Para 
superar estas limitaciones, se han ido desarrollando varios 
procedimientos que combinan técnicas meta-analíticas y 
SEM (Becker, 1992; Viswesvaran y Ones, 1995), hasta 
desembocar en los procedimientos actuales de MASEM 
aplicados al campo psicométrico (Jak, 2015; Scherer y 
Teo, 2020). 

 
A continuación, se presenta el enfoque OSMASEM 

aplicándolo a un metaanálisis psicométrico realizado por 
Aguayo-Estremera y colaboradores (2024) sobre el Mas-
lach Burnout Inventory (MBI; Maslach y Jackson, 1981). 
Este test evalúa el síndrome de burnout por medio de tres 
escalas que miden cansancio emocional, despersonaliza-
ción y baja realización personal. Por razones de simplici-
dad solo se presenta el análisis con la primera escala, que 
consta de 9 ítems con un formato de respuesta tipo Likert 
de 7 puntos. En la Figura 7 puede verse el modelo de me-
dida del ejemplo propuesto. La base de datos completa 
puede encontrarse en 
https://osf.io/cq74m/?view_only=87ecffb55d87455e8a50
b97e4e9b5e3d. 

 
Se empieza extrayendo, de cada estudio primario, la 

matriz de correlaciones inter-ítem (ver el archivo matri-
ces.dat en el material suplementario), así como el tamaño 
muestral. Los estudios primarios no suelen reportar esta 
matriz (a menos que sean de corte psicométrico), por lo 
que será necesario contactar con los autores de correspon-
dencia para conseguirlas. En nuestro ejemplo, se consi-
guió información de nueve estudios primarios. Una vez 
extraída esta información, se realizan los análisis 
MASEM. Como se señaló previamente, OSMASEM rea-
liza la estimación de la matriz combinada de correlaciones 

Figura 7 
 
Modelo de medida de la escala cansancio emocional (CE) del Maslach Burnout Inventory (Maslach y Jackson, 1981) 
 

 

 
 



 
 
 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 23–40. ISSN: 2255-1271 https://doi.org/ 0.5944/ap.22.1.43279 35 

y ajusta el modelo SEM sobre la matriz combinada en un 
solo paso. A diferencia del caso general, en aplicaciones 
psicométricas la matriz contiene las correlaciones de Pear-
son entre los ítems del test (no sobre las variables del mo-
delo teórico) y el ajuste se realiza sobre el modelo de me-
dida (en lugar de sobre el modelo teórico). 

 
El primer paso del análisis consiste en el procesa-

miento de la información recabada. Las matrices de corre-
laciones (o, dado que son simétricas, la mitad inferior) se 
almacenan en un archivo .dat, que puede ser guardado 
como lista en R con la función readFullMat (o read-
LowTriMat) del paquete metaSEM. Los tamaños muestra-
les se introducen en otra lista, que luego se une a la de las 
matrices de correlaciones para crear el objeto que sirve 
para hacer los análisis posteriores. En nuestro ejemplo, las 
nueve matrices de correlaciones inter-ítem están en el ar-
chivo Matrices.dat y el objeto datos contiene en R tanto 
las matrices (datos$data) como los tamaños muestrales 
(datos$n). Un aspecto importante es comprobar que las 
matrices son definidas positivas mediante la función 
is.pd del mismo paquete. En caso de que haya alguna, se 
debe eliminar del objeto. En el ejemplo propuesto, nin-
guna matriz es no definida positiva, manteniéndose las 
nueve matrices que resultan en un total de 3493 partici-
pantes (pattern.n(datos$data, datos$n)). A conti-
nuación, se crea un dataframe a partir de las listas de co-
rrelaciones y de tamaños muestrales por medio de la fun-
ción Cor2data.frame. Remitimos al lector al código que 
se encuentra en el repositorio para encontrar los detalles 
de estos análisis. 

 
Después del procesamiento de los datos, se ajusta el 

modelo de medida a partir de los siguientes pasos: (a) es-
pecificar el modelo de medida en lenguaje del paquete la-
vaan; (b) crear las matrices A, S y F; (c) especificar el 
coeficiente de fiabilidad con la función mxAlgebra del pa-
quete OpenMX; y (d) utilizar la función osmasem del pa-
quete metaSEM, incluyendo el argumento mxModel.Args 
para el cálculo de la fiabilidad. En este caso, en la matriz 
A se especifican todas las cargas factoriales, en la matriz 
S se definen las varianzas (de las variables latentes) que 

 
4 Al ajustar el modelo con OSMASEM, aparece el aviso: 

 

quedan fijadas a 1 para que el modelo se pueda estimar, y, 
en la matriz F se indican las variables latentes (constructo) 
y las observadas (ítems). Para crear estas matrices se usa 
la función lavaan2RAM del paquete metaSEM, especifi-
cando como argumentos el nombre del objeto que contiene 
el modelo de medida (model) y las variables observadas 
(obs.variables). En el ejemplo propuesto, se calcula el 
coeficiente omega total (McDonald, 1999) para la estima-
ción de fiabilidad. Teniendo todo esto en cuenta, se ejecuta 
el comando siguiente para el ajuste del modelo: 

 
Aj_Unifactorial <- osmasem(model.name=”AFC 

unifactorial congenérico con efectos aleato-
rios”, Mmatrix = M0, Tmatrix = T0, mxMo-
del.Args = list(Coef_Omega, 
mxCI(c(“Coef_Omega”))), intervals.type = 
“LB”, data = BBDD). 

 
Y con summary(Aj_Unifactorial, fitIndices = 

T) se imprimen los resultados (Figura 8). Con 
fitIndices = T conseguimos los índices de ajuste 
habituales, como RMSEA, TLI y CFI. No obstante, el 
índice SRMR se imprime mediante la función 
osmasemSRMR. En el ejemplo4, se observan valores 
adecuados para estos índices, por lo que se puede decir que 
el ajuste del modelo unidimensional congenérico a los 
datos es adecuado.  

 
La columna Estimate nos muestra las cargas facto-

riales de los nueve ítems de la escala cansancio emocional 
(CE), que comprobamos que son altas y, por lo tanto, in-
dican que los ítems son buenos indicadores del constructo. 
Para calcular el coeficiente de fiabilidad de la escala, eje-
cutamos Aj_Unifactorial$Coef_Omega$result y ve-
mos que equivale a .879. Se podrían construir intervalos 
de confianza entorno a la estimación puntual con el proce-
dimiento de Raykov y Marcoulides (2013).  

 
Un aspecto a tener en cuenta del metaanálisis psicomé-

trico con MASEM es que, a diferencia del tradicional, no 
solamente estudiamos la fiabilidad del test sino también la 
validez de su estructura interna (dimensionalidad). En 

Por tanto, los intervalos de confianza estarían 
comprometidos si se basan en errores típicos. 
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efecto, la síntesis meta-analítica se realiza sobre las matri-
ces de correlaciones inter-ítem de los estudios primarios, 
que lleva a una matriz combinada con la que, primero, se 
estima y ajusta el modelo de medida (validez de estructura 
interna) y, segundo, a partir de las cargas factoriales, se 
calcula el coeficiente de fiabilidad. Esta característica de-
viene en dos consecuencias importantes. Por un lado, se 
pueden poner a prueba diferentes modelos de medida, aun-
que no se hayan examinado en los estudios primarios. Asi-
mismo, se pueden comparar modelos congenéricos y tau-
equivalentes para elegir el índice de fiabilidad más apro-
piado según los requisitos del modelo de medida. Por otro 
lado, el estudio de la heterogeneidad, y posterior análisis 
de moderadores, no se realiza sobre los coeficientes de fia-
bilidad, sino sobre las cargas factoriales. Remitimos al lec-
tor al código del repositorio (disponible en 
https://osf.io/cq74m/?view_only=87ecffb55d87455e8a50
b97e4e9b5e3d) para el estudio de la comparación de mo-
delos y del análisis de moderadores.  

 
 

Recomendaciones finales 
 
El MASEM es una metodología avanzada de síntesis 

de la evidencia cuyos dos principales ámbitos de aplica-
ción se derivan directamente de las dos metodologías que 
subyacen a los modelos SEM: el análisis de vías, que a 
nivel de MASEM permite la combinación de estudios en 
los que se han examinado las relaciones entre las variables 
que conforman un modelo teórico; y el análisis factorial, 
que dentro de los modelos MASEM proporciona una he-
rramienta flexible y elegante en el campo del metaanálisis 
psicométrico. Un cierto grado de familiaridad con estas 
metodologías será de utilidad para decidir si la mejor téc-
nica de análisis para abordar la pregunta de investigación 
es MASEM, en lugar de otras alternativas para la integra-
ción de múltiples resultados de cada estudio (López-López 
et al., 2018). 

 
Una práctica habitual en SEM, y por extensión en 

MASEM, es la evaluación de índices de ajuste para com-
parar distintos modelos, tal y como se ha ilustrado en los 

Figura 8 
 
Resultados que se obtienen al ejecutar el comando summary(Aj_Unifactorial, fitIndices = T) 
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ejemplos de este tutorial. Esto puede conllevar a veces la 
interpretación de los resultados del modelo de efectos fi-
jos, especialmente en aplicaciones con pocos datos, a pe-
sar de que el modelo de efectos aleatorios suela conside-
rarse como una opción más realista en metaanálisis (una 
reflexión más amplia sobre ambos modelos puede encon-
trarse en Borenstein et al., 2010). Además, los supuestos 
clásicos de estos modelos también son de aplicación aquí, 
incluyendo la normalidad (multivariada) de las correlacio-
nes, para lo cual a veces se aconseja transformarlas antes 
de llevar a cabo los análisis (Jak, 2015); y la independen-
cia de las observaciones, que implica que cada matriz de 
correlaciones haya sido obtenida a partir de muestras de 
participantes distintas. Si este último supuesto no se cum-
ple, es posible adoptar estrategias similares a las emplea-
das en otros ámbitos del metaanálisis (Bilici et al., 2025).  

 
En este artículo se han presentado los enfoques del 

MASEM basado en correlaciones y en parámetros, cada 
uno de los cuales tiene sus fortalezas y limitaciones 
(Cheung y Cheung, 2016). Los enfoques basados en co-
rrelaciones presentan un gran potencial para su aplicación 
en la mayoría de las situaciones debido a su capacidad para 
trabajar con datos perdidos, mientras que el enfoque ba-
sado en parámetros puede resultar preferible para situacio-
nes concretas, por ejemplo, aquellas en las que sea posible 
ajustar el modelo teórico a nivel de cada estudio. 

 
Actualmente, la metodología MASEM continúa desa-

rrollándose y mejorando en diversas direcciones, como la 
incorporación de variables dicotómicas (e.g., correlacio-
nes biserial-puntuales) en los análisis (de Jonge et al., 
2020) y/o el uso de datos individuales (individual partici-
pant data) en lugar de datos agrupados (Groot et al., 
2024). Aunque su aplicación todavía se limita al ámbito 
de la Psicología y Ciencias de la Educación, su gran ver-
satilidad a la hora de explorar preguntas complejas de in-
vestigación a nivel meta-analítico augura una gran expan-
sión a otros ámbitos, como la Medicina o la Ecología, con-
solidándose como una herramienta clave para abordar 
desafíos metodológicos contemporáneos.  

 
 
 
 

Material suplementario 
 
Las bases de datos y los códigos de R utilizados para 

hacer los análisis de este manuscrito, así como el tutorial 
sobre cómo realizar TSSEM y OSMASEM en la aplica-
ción webMASEM, pueden encontrarse en este enlace: 
https://osf.io/cq74m/?view_only=87ecffb55d87455e8a50
b97e4e9b5e3d. 

 
 
 

Referencias 
 
Aguayo-Estremera, R., Cañadas-De la Fuente, G. R., 

Ariza-Castilla, T., Ortega-Campos, E., Gómez-
Urquiza, J. L., Romero-Béjar, J. L. y De la Fuente-
Solana, E. I. (2024). A Comparison of Univariate 
and meta-Analytic Structural Equation Modelling 
Approaches to Reliability Generalization Applied 
to the Maslach Burnout Inventory. Frontiers in 
Psychology, 15, Artículo 1383619. 
https://doi.org/10.3389/fpsyg.2024.1383619 

 
Becker, B. J. (1992). Using Results from Replicated 

Studies to Estimate Linear Models. Journal of 
Educational Statistics, 17, 341–362. 
https://doi.org/10.3102/10769986017004341  

 
Becker, B. J. (1995). Corrections to “Using results from 

Replicated Studies to Estimate Linear Models”. 
Journal of Educational and Behavioral Statistics, 
20, 100–102. 
https://doi.org/10.3102/10769986020001100  

 
Becker, B. J. y Aloe, A. M. (2019). Model-based Meta-

analysis. En H. Cooper, L. V. Hedges y J. C. 
Valentine, The Handbook of Research Synthesis 
and Meta-analysis (3ª ed, pp. 339-363). Russell 
Sage. 

 
Bilici, Z. Ş., Van den Noortgate, W. y Jak, S. (2025). Six 

ways to handle dependent effect sizes in meta-
analytic structural equation modeling: Is there a 
gold standard? Research Synthesis Methods, 0, 1–
27. https://doi.org/10.1017/rsm.2024.10 

https://doi.org/10.3389/fpsyg.2024.1383619
https://doi.org/10.3102/10769986020001100
https://doi.org/10.1017/rsm.2024.10


 
 

 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 23–40. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43279 

 
38 

Borenstein, M., Hedges, L. V., Higgins, J. P. T. y 
Rothstein, H. R. (2010). A basic introduction to 
fixed‐effect and random‐effects models for meta‐
analysis. Research Synthesis Methods, 1, 97-111. 
https://doi.org/10.1002/jrsm.12 

 
Borenstein, M., Higgins, J. P. T., Hedges, L. V. y 

Rothstein, H. R. (2017). Basics of meta‐analysis: I2 
is not an absolute measure of heterogeneity. 
Research Synthesis Methods, 8, 5–18. 
https://doi.org/10.1002/jrsm.1230  

Botella, J. y Meca, J. S. (2015). Metaanálisis en ciencias 
sociales y de la salud [Meta-analysis in Social and 
Health Sciences]. Síntesis. 

 
Cano-López, J. B., Garcia-Sancho, E., Fernández-

Castilla, B. y Salguero, J. M. (2022). Empirical 
Evidence of the Metacognitive Model of 
Rumination and Depression in Clinical and 
Nonclinical Samples: A Systematic Review and 
Meta-Analysis. Cognitive Therapy and Research, 
46(6), 1–26. https://doi.org/10.1007/s10608-021-
10260-2 

  
Cooper, H., Hedges, L. V. y Valentine, J. C. (Eds.). 

(2019). The Handbook of Research Synthesis and 
Meta-Analysis. Sage. 

 
Cheung, M. W.-L. (2013). Multivariate Meta-Analysis 

as Structural Equation Models. Structural Equation 
Modeling, 20, 429–454. 
https://doi.org/10.1080/10705511.2013.797827 

 
Cheung, M. W.-L. (2015). Meta-analysis: A Structural 

Equation Modeling Approach. Wiley. 
 
Cheung, M. W.-L. (2015). metaSEM: an R Package for 

Meta-Analysis Using Structural Equation 
Modeling. Frontiers in Psychology, 5, Artículo 
1521. https://doi.org/10.3389/fpsyg.2014.01521 

 
Cheung, M. W.-L. (2009). Constructing Approximate 

Confidence Intervals for Parameters with Structural 
Equation Models. Structural Equation Modeling: A 
Multidisciplinary Journal, 16, 267–294. 
https://doi.org/10.1080/10705510902751291 

Cheung, M. W.-L. (2019). Some Reflections on 
Combining Meta-Analysis and Structural Equation 
Modeling. Research Synthesis Methods, 10, 15–22. 
https://doi.org/10.1002/jrsm.1321 

 
Cheung, M. W.-L. y Chan, W. (2005). Meta-analytic 

Structural Equation Modeling: A Two-Stage 
Approach. Psychological Methods, 10, 40–64. 
https://doi.org/10.1037/1082-989X.10.1.40 

 
Cheung, M. W.-L. y Cheung, S. F. (2016). Random-

Effects Models for Meta-Analytic Structural 
Equation Modeling: Review, Issues, and 
Illustrations. Research Synthesis Methods, 7, 140–
155. https://doi.org/10.1002/jrsm.1166 

 
Cronbach, L. J. (1951). Coefficient Alpha and the 

Internal Structure Of Tests. Psychometrika, 16, 
297–334. https://doi.org/10.1007/BF02310555 

 
De Jonge, H., Jak, S. y Kan, K. J. (2020). Dealing with 

Artificially Dichotomized Variables in Meta-
Analytic Structural Equation Modeling. Zeitschrift 
für Psychologie, 228, 25–35. 
https://doi.org/10.1027/2151-2604/a000395 

 
Glass, G. V. (1976). Primary, Secondary, and Meta-

Analysis of Research. Educational Researcher, 5, 
3–8. https://doi.org/10.3102/0013189X005010003 

  
Grissom, R. J. y Kim, J. J. (2012). Effect Sizes for 

Research: Univariate and Multivariate 
Applications (2ª Ed.). Routledge. 

 
Groot, L. J., Kan, K. J. y Jak, S. (2024). Checking the 

Inventory: Illustrating Different Methods for 
Individual Participant Data Meta‐Analytic 
Structural Equation Modeling. Research Synthesis 
Methods, 15, 872–895. 
https://doi.org/10.1002/jrsm.1735 

 
Hattie, J. (2008). Visible Learning: A Synthesis of over 

800 Meta-Analyses Relating to Achievement. 
Routledge. 

 

https://doi.org/10.1002/jrsm.12
https://doi.org/10.1007/s10608-021-10260-2
https://doi.org/10.1007/s10608-021-10260-2
https://doi.org/10.1080/10705511.2013.797827
https://doi.org/10.3389/fpsyg.2014.01521
https://doi.org/10.1080/10705510902751291
https://doi.org/10.1002/jrsm.1321
https://doi.org/10.1037/1082-989X.10.1.40
https://doi.org/10.1002/jrsm.1166
https://doi.org/10.1007/BF02310555
https://doi.org/10.1027/2151-2604/a000395
https://doi.org/10.3102/0013189X005010003
https://doi.org/10.1002/jrsm.1735


 
 
 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 23–40. ISSN: 2255-1271 https://doi.org/ 0.5944/ap.22.1.43279 39 

Hedges, L. V. y Vevea, J. L. (1998). Fixed-and Random-
Effects Models in Meta-Analysis. Psychological 
Methods, 3, 486–504. 
https://doi.org/10.1037/1082-989X.3.4.486 

 
Higgins, J. P. T. y Thompson, S. G. (2002). Quantifying 

Heterogeneity in a Meta‐Analysis. Statistics in 
Medicine, 21, 1539–1558. 
https://doi.org/10.1002/sim.1186 

 
Hu, L. T. y Bentler, P. M. (1999). Cutoff Criteria for fit 

Indexes in Covariance Structure Analysis: 
Conventional Criteria versus New Alternatives. 
Structural Equation Modeling: A Multidisciplinary 
Journal, 6(1), 1–55. 
https://doi.org/10.1080/10705519909540118 

 
Jak, S. (2015). Meta-analytic Structural Equation 

Modelling. Springer https://doi.org/10.1007/978-3-
319-27174-3 

 
Jak, S. y Cheung, M. W.-L. (2018a). Accounting for 

Missing Correlation Coefficients in Fixed-Effects 
MASEM. Multivariate Behavioral Research, 53, 
1–14. 
https://doi.org/10.1080/00273171.2017.1375886 

  
Jak, S. y Cheung, M. W.-L. (2018b). Testing Moderator 

Hypotheses in Meta-Analytic Structural Equation 
Modeling using Subgroup Analysis. Behavior 
Research Methods, 50, 1359–1373. 
https://doi.org/10.3758/s13428-018-1046-3 

 
Jak, S. y Cheung, M. W.-L. (2020). Meta-analytic 

Structural Equation Modeling with Moderating 
Effects on SEM Parameters. Psychological 
Methods, 25, 430–455. 
https://doi.org/10.1037/met0000245 

 
Jak, S., Li, H., Kolbe, L., de Jonge, H. y Cheung, M. W.-

L. (2021). Meta‐analytic Structural Equation 
Modeling Made Easy: A Tutorial and Web 
Application for One‐Stage MASEM. Research 
Synthesis Methods, 12, 590–606. 
https://doi.org/10.1002/jrsm.1498 

 

Kline, R. B. (2023). Principles and Practice of 
Structural Equation Modeling (5ª ed.). Guilford. 

 
Lei, P. W. y Wu, Q. (2007). Introduction to Structural 

Equation Modeling: Issues and Practical 
Considerations. Educational Measurement: Issues 
and Practice, 26, 33–43. 
https://doi.org/10.1111/j.1745-3992.2007.00099.x 

  
López‐López, J. A., Page, M. J., Lipsey, M. W. y 

Higgins, J. P. T. (2018). Dealing with Effect Size 
Multiplicity in Systematic Reviews and Meta‐
Analyses. Research Synthesis Methods, 9, 336–
351. https://doi.org/10.1002/jrsm.1310 

 
Maslach, C. y Jackson, S. E. (1981). The Measurement 

of Experienced Burnout. Journal of Organizational 
Behavior, 2, 99–113. 
https://doi.org/10.1002/job.4030020205 

 
McArdle, J. J. y McDonald, R. P. (1984). Some 

Algebraic Properties of the Reticular Action Model 
for Moment Structures. British Journal of 
Mathematical and Statistical Psychology, 37, 234–
251. https://doi.org/10.1111/j.2044-
8317.1984.tb00802.x 

 
McDonald, R. P. (1999). Test Theory: A Unified 

Treatment. L. Erlbaum. 
  
McNeish, D. (2018). Thanks coefficient alpha, we’ll 

take it from here. Psychological Methods, 23, 412–
433. https://doi.org/10.1037/met0000144 

 
Muñiz, J. (2018). Introducción a la Psicometría. Teoría 

Clásica y TRI. [Introduction to Psychometrics. 
Classical Theory and IRT]. Pirámide. 

 
Papageorgiou, C. y Wells, A. (2003). An Empirical Test 

of a Clinical Metacognitive Model of Rumination 
and Depression. Cognitive Therapy and Research, 
27, 261–273. 
https://doi.org/10.1023/A:1023962332399 

 
Raykov, T. y Marcoulides, G. A. (2013). Meta-analysis 

of Scale Reliability Using Latent Variable 

https://doi.org/10.1037/1082-989X.3.4.486
https://doi.org/10.1002/sim.1186
https://doi.org/10.1080/10705519909540118
https://doi.org/10.1007/978-3-319-27174-3
https://doi.org/10.1007/978-3-319-27174-3
https://doi.org/10.1080/00273171.2017.1375886
https://doi.org/10.3758/s13428-018-1046-3
https://doi.org/10.1037/met0000245
https://doi.org/10.1002/jrsm.1498
https://doi.org/10.1111/j.1745-3992.2007.00099.x
https://doi.org/10.1002/jrsm.1310
https://doi.org/10.1002/job.4030020205
https://doi.org/10.1111/j.2044-8317.1984.tb00802.x
https://doi.org/10.1111/j.2044-8317.1984.tb00802.x
https://doi.org/10.1037/met0000144
https://doi.org/10.1023/A:1023962332399


 
 

 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 23–40. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43279 

 
40 

Modeling. Structural Equation Modeling, 20, 
Artículo 338353. 
https://doi.org/10.1080/10705511.2013.769396 

 
Rosseel, Y. (2012). lavaan: An R Package for Structural 

Equation Modeling. Journal of Statistical Software, 
48(2), 1-36. https://doi.org/10.18637/jss.v048.i02 

 
Ruiz, M. A., Pardo, A. y San Martín, R. (2010). Modelos 

de ecuaciones estructurales [Structural Equation 
Models]. Papeles del Psicólogo, 31, 34–45. 
https://www.redalyc.org/pdf/778/77812441004.pd
f 

 
Scherer, R. y Teo, T. (2020). A Tutorial on the Meta-

Analytic Structural Equation Modeling of 
Reliability Coefficients. Psychological Methods, 
25, 747–775. https://doi.org/10.1037/met0000261 

 
Viswesvaran, C. y Ones, D. S. (1995). Theory Testing: 

Combining Psychometric Meta-Analysis and 
Structural Equations Modeling. Personnel 
Psychology, 48, 865–885. 
https://doi.org/10.1111/j.1744-
6570.1995.tb01784.x. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

https://doi.org/10.1080/10705511.2013.769396
https://doi.org/10.18637/jss.v048.i02
https://www.redalyc.org/pdf/778/77812441004.pdf
https://www.redalyc.org/pdf/778/77812441004.pdf
https://doi.org/10.1037/met0000261
https://doi.org/10.1111/j.1744-6570.1995.tb01784.x
https://doi.org/10.1111/j.1744-6570.1995.tb01784.x


 
 
 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 41–56. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43347 41 

 

RESPUESTAS OBSERVABLES Y ESTADOS OCULTOS  
EN LAS REDES NEURONALES ARTIFICIALES:  

¿CÓMO USARLOS PARA RAZONAR SOBRE  
ASPECTOS COGNITIVOS DEL LENGUAJE? 

 
OBSERVABLE RESPONSES AND HIDDEN STATES IN 

RECURRENT NEURAL NETWORKS TO REASON ABOUT 
COGNITIVE ASPECTS OF LANGUAGE 

 
GUILLERMO JORGE-BOTANA1,  

JOSE ÁNGEL MARTÍNEZ-HUERTAS2 Y  
ALEJANDRO MARTÍNEZ-MINGO2 

 
  
Cómo referenciar este artículo/How to reference this article: 

Jorge-Botana, G., Martínez-Huertas, J. A y Martínez-Mingo, A. (2025). Respuestas observables y estados ocultos 
en las redes neuronales artificiales: ¿Cómo usarlos para razonar sobre aspectos cognitivos del lenguaje? 
[ Observable responses and hidden states in recurrent neural networks to reason about cognitive aspects of 
language] .  Acción Psicológica, 22(1), 41–56. https://doi.org/10.5944/ap.22.1.43347 

 
 

Resumen 
 
Para estudiar los procesos psicológicos involucrados en el 
lenguaje, la Ciencia Cognitiva indaga sobre las 
representaciones internas que se manejan a la hora de 
comprender o producir lenguaje. También postula las 
operaciones que modifican esas mismas representaciones 

dadas unas constricciones contextuales. Así, contexto y 
representación interactúan para crear significados. Con 
arreglo a esto, se ofrecen diferentes hipótesis de como el 
sistema cognitivo produce lenguaje. Al igual que existen 
metodologías experimentales para su estudio, distintas 
arquitecturas de redes neuronales artificiales permiten 
dotar a dichas hipótesis de un aparataje formal. En estos 
modelos, las representaciones y las operaciones 
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participantes quedan exhaustivamente caracterizadas. Las 
redes neuronales recurrentes (RNNs) con mecanismos 
LSTM y los Transformers destacan como arquitecturas 
especialmente útiles para modelar la secuencialidad 
contextual presente en el lenguaje. Este número especial 
nos brinda la ocasión para explicar el uso de sus 
expresiones externas (sus salidas) como de sus 
representaciones internas (estados ocultos) para entender 
en términos cognitivos el efecto que tienen los cambios de 
expectativas en distintas marcas temporales de las frases. 
Para hacerlo, se ilustra la formalización mediante una 
RNN Secuencia-Secuencia con codificador y 
decodificador y se homologan sus mediciones a los 
experimentos de potenciales evento-relacionados (ERPs) 
en un tema nuclear en el lenguaje: la composicionalidad 
sistemática. 

Palabras clave: Redes Neuronales Artificiales; 
Redes Recurrentes; LSTM; Estados Ocultos; 
Sorpresividad; Lenguaje; Potenciales Evento-
Relacionados. 

 

Abstract 

In order to study the psychological processes involved 
in language, Cognitive Science investigates the internal 
representations involved in understanding or producing 
language. It also postulates the operations that modify 
those representations given contextual constraints. Thus, 
context and representation interact to create meanings. 
Accordingly, there are different hypotheses about how the 
cognitive system produces language. Just as there are 
experimental methodologies for their study, different 
architectures of artificial neural networks make it possible 
to provide these hypotheses with a formal apparatus. In 
these models, the representations and operations involved 
are exhaustively characterized. Recurrent neural networks 
(RNNs) with LSTM mechanisms and Transformers stand 
out as particularly useful architectures for modeling the 
contextual sequentiality of language. This special issue 
gives us the opportunity to explain how to use their 
external expressions (outputs) as well as their internal 
representations (hidden states) to understand, in cognitive 
terms, the effect that changes of expectations have on 
different temporal markings of sentences. To do so, we 

illustrate such formalization using a Sequence-Sequence 
RNN with encoder and decoder and relate its measures 
with event-related potentials (ERPs) experiments on a 
nuclear issue in language: systematic compositionality. 

Keywords: Artificial Neural Networks; Recurrent 
Networks; LSTM; Hidden States; Surprisal; Language; 
Event-Related Potentials. 

 

Respuestas observables y estados  
ocultos en Redes Neuronales 

Recurrentes para razonar sobre 
aspectos cognitivos del lenguaje 

 
Desde que se superaron las constricciones metodológi-

cas de los modelos conductistas, la Psicología ha avanzado 
hacia el estudio de las representaciones internas que se ge-
neran en los razonamientos humanos (Neisser, 1967). En 
este contexto, la Ciencia Cognitiva propone que estas re-
presentaciones internas son clave para comprender los 
procesos mentales (Anderson, 2005; Pitt, 2022; Sterelny, 
1990), y que su carácter emergente es el resultado de la 
interacción entre aspectos primitivos del entorno y la in-
terpretación contextualizada del individuo. Estas repre-
sentaciones internas se llaman emergentes porque son los 
símbolos que las personas manejamos que se generan a 
partir de aspectos primitivos de la realidad. Podríamos 
apelar al término emergente en tanto que han sido contex-
tualizadas (i.e., sesgadas) a la situación interna o externa 
del individuo. No obstante, es ampliamente reconocido 
que, en general, se dedica un mayor esfuerzo a la recopi-
lación de datos empíricos, que al desarrollo de modelos 
formales que describan las representaciones mentales y 
sus operaciones. Esto hace que las teorías psicológicas es-
tén eminentemente sustentadas en lenguaje natural, ma-
nera legítima de describir fenómenos, pero mucho más 
ambigua que los modelos formales (e.g., Busemeyer et al., 
2015; Farrell y Lewandowsky, 2010; Sun, 2023). Así, la 
propuesta de los modelos formales permite superar esta 
ambigüedad describiendo las representaciones mentales 
en términos formales y proponer qué operaciones las cons-
truyen y manejan. 
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Nos encontramos en el mismo escenario con los aspec-
tos cognitivos del lenguaje. Rompiendo el marco del aná-
lisis del lenguaje como cadenas de conductas verbales del 
conductismo (Skinner, 1957), la Ciencia Cognitiva ha tra-
tado de inferir qué tipo de representaciones se utilizan y 
qué tipo de operaciones son desplegadas sobre ellas en el 
momento de comprender o producir lenguaje (e.g., Ander-
son, 2005). Con carácter general, se trata de proponer el 
formato de las representaciones y qué tipo de información 
portan, además de estudiar su pervivencia y preeminencia 
en distintos formatos (e.g., modal y amodal). Así tenemos 
el debate entre el uso obligado o no de representaciones 
modales (De Vega et al., 2012), del uso de indicios emo-
cionales y sus consecuencias (Lindquist, 2021), de la se-
paración o no del sistema sintáctico y semántico (Kaan, 
1999), etc. En este tipo de investigaciones, se aíslan pro-
piedades que están presentes en ciertos estímulos, mien-
tras que en otros quedan ausentes. Por ejemplo, se pueden 
utilizar palabras cuyo referente tiene contenido emocional 
frente a palabras neutras, palabras con referencia a aspec-
tos manipulativos o sensoriomotores frente a las abstrac-
tas, frases cuya sintaxis es legítima pero con semántica 
confusa frente a la coincidencia de semántica plausible y 
sintaxis ilegítima, distintos tipos de dependencia sintáctica 
en términos de cercanía o lejanía, etc. (ver el manual de 
Belinchón et al., 2009 para entender la sutilidad de tales 
manipulaciones). Existen distintos paradigmas experi-
mentales en Ciencia Cognitiva para estudiar los aspectos 
cognitivos del lenguaje. A modo de ejemplo, el paradigma 
conductual suele estudiar tiempos de reacción o registros 
de movimientos oculares. Otro paradigma clásico que ha 
madurado las últimas décadas es el de los Potenciales Re-
lacionados con Eventos (Event Related Potencials, ERPs). 
Con el mismo control experimental, este paradigma trata 
de identificar momentos en la línea temporal que desvelen 
sensibilidades, entendidas como la capacidad de algunas 
localizaciones corticales de responder de manera diferente 
a esas manipulaciones. De ahí que se busque resolución 
temporal más que espacial, aunque las técnicas actuales 
puedan aunar ambos, como es el caso de la Magnetoence-
falografía. Un ejemplo de ERP es el N400, actividad dife-
rencial localizada normalmente en la zona centro-parietal 
que se asocia al cambio de expectativas al leer frases (Fe-
dermeier y Kutas, 1999; Kutas y Hillyard, 1980). Más 
tarde hablaremos de él. 

 

En resumen, lo importante de estos paradigmas radica 
en su capacidad para captar los procesos cognitivos sub-
yacentes a partir de las sensibilidades detectadas y de las 
representaciones mentales implicadas, así como de la in-
formación que estas contienen. En este artículo, presenta-
mos y discutimos el aparataje que nos permite estudiar 
esas representaciones y sus propiedades a partir del mode-
lado formal con ciertas arquitecturas de redes neuronales 
artificiales (RNAs). El objetivo de este texto no es la ex-
haustividad, sino fomentar el interés y la reflexión en torno 
a este enfoque de modelización formal. 

 
 
 
Las Redes Neuronales Artificiales 

(RNAs) en Ciencia Cognitiva 
 

Una posibilidad para estudiar las representaciones in-
ternas es su simulación con RNAs. Una RNA puede repre-
sentarse mediante una serie de nodos (neuronas artificia-
les) y conexiones (con pesos asociados) que reciben seña-
les de otros nodos, las procesan y envían una respuesta a 
través de una función de activación concreta. Los grupos 
de nodos suelen agruparse en capas y la señal viaja desde 
la primera capa (capa de entrada) hasta la última capa 
(capa de salida). Esta última capa es la expresión externa 
de la resolución de una tarea. Será en la capa de salida 
donde se emitirá la predicción que hace la red a partir de 
una entrada concreta en función de sus pesos, funciones 
de activación y estructura. Este paradigma tiene una gran 
tradición desde los primeros estudios del conexionismo 
(e.g., McClelland y Rumelhart, 1989; McClelland et al., 
1987; Rumelhart et al., 1986). Sin ánimo de ser exhausti-
vos, podemos describir su aprovechamiento en el ámbito 
cognitivo en varios ejes de manipulación: 

 
Las características de la propia red. Esto incluye el 

tipo de arquitectura de la red (el tipo de red y su funciona-
miento estructural), su topología (el número de capas y no-
dos, además de posibles ensamblajes entre redes) y su pa-
rametrización (funciones, coeficientes de aprendizaje, op-
timizadores, ratios de dilución, etc.). La manipulación de 
estas características puede sustentar hipótesis sobre los 
mecanismos implicados en el procesamiento del lenguaje. 
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Las muestras con las que aprende la red. Es decir, la 
información con la que la red es entrenada, lo que incluiría 
el corpus textual (textos, frases, pares de frases, etc.) y sus 
características. También el tamaño es una cuestión clave, 
ya que puede generar un tipo de aprendizaje más estadís-
tico o más emergente. 

 
Las entradas puestas bajo escrutinio una vez entre-

nada la red. Consiste en aislar propiedades presentes y au-
sentes en ciertas entradas y comprobar el comportamiento 
de la red y el tipo de errores que comete. Sería una suerte 
de Psicología comparada persona-máquina.  

 
Son varias las topologías que se han propuesto para el 

estudio del lenguaje y aquí queremos destacar las redes 
neuronales recurrentes (RNN; e.g., Elman, 1990; Jordan, 
1997) con mecanismos LSTM (RNN-LSTM; Hochreiter y 
Schmidhuber, 1997), así como los Transformers (Vaswani 
et al., 2017). En este artículo, ilustraremos distintas estra-
tegias, observables y ocultas, de cómo se puede estudiar el 
lenguaje desde un punto de vista psicológico con una 
RNN. 

 
La Figura 1 presenta un esquema del funcionamiento 

de una RNN. Cada palabra de una unidad de texto (nor-
malmente, frases) será la entrada en cada marca de tiempo 
t (siendo t el orden de la palabra en la frase) como xt. La 
tarea más comúnmente utilizada para entrenar este tipo de 
red es la predicción de la siguiente palabra en la secuencia 
(tarea autoregresiva). Introducida una palabra, la red tiene 
que predecir la siguiente palabra en la frase. Operativa-
mente, la entrada xt es un vector one-hot (una representa-
ción binaria que codifica las palabras del vocabulario del 
modelo), el cual es transformado en la capa de incrusta-
ción en un vector que captura propiedades lingüísticas re-
levantes (como aspectos semánticos y sintácticos). En 
otras palabras, esta capa convierte las entradas binarias en 
representaciones vectoriales densas dentro de un espacio 
vectorial. Posteriormente, esta representación densa se 
procesa en la capa de recurrencia, generando un estado 
oculto (ht) en su salida. Así, la capa de recurrencia utiliza 
conexiones recurrentes que permiten que la señal generada 
en un instante sea enviada a la misma capa en el tiempo 
siguiente, funcionando, así como un mecanismo de con-
texto temporal. Como se ve en la Figura 1, esta salida está 
en función de la entrada actual (xt) y el estado oculto ante-

rior (ht-1), que codifica la información de la frase ya pro-
cesada. De esta forma, ht es tanto la salida de la capa de 
recurrencia, como la entrada de la misma capa en el mo-
mento inmediatamente posterior. Cada estado oculto ht se 
utiliza finalmente como entrada para la capa de salida, que 
produce un vector yt a partir de una función softmax (Ju-
rafsky y Martin, 2023). Este vector representa la predic-
ción del modelo en el punto temporal correspondiente para 
la siguiente palabra en la secuencia. La capa de salida está 
compuesta por tantos nodos como palabras tenga el voca-
bulario del modelo, y su señal puede ser expresada en 
forma de vector de probabilidad, indicando cada compo-
nente la probabilidad de una palabra concreta. La palabra 
con más probabilidad será seleccionada como la continua-
ción más probable de la secuencia. Volviendo a la Figura 
1, si estamos en el momento t = 3, la entrada es «del». La 
capa de recurrencia recibe información de la entrada «del» 
y del estado oculto anterior h2. Ese estado oculto anterior 
lleva a su vez la información de la situación de la frase en 
ese punto ya que existe un contexto marcado por lo ya di-
cho (en este caso, «El dinero»). Por tanto, h3 está en fun-
ción de h2 (información contextualizada por «El dinero») 
y la entrada actual «del» gracias a la capa de recurrencia. 
Es previsible que la secuencia sea continuada por un sus-
tantivo masculino en un contexto de dinero. En este ejem-
plo, la continuación sería «banco» y la salida y3 tendrá su 
mayor valor en el componente que corresponde a esta pa-
labra. Es decir, el nodo de salida correspondiente a 
«banco» daría la señal (probabilidad) más grande. 

 
Quizá lo más interesante del estado oculto ht es su na-

turaleza recurrente, que le permite actuar como una me-
moria dinámica que se actualiza en cada marca temporal 
(t). Este estado no solo acumula información sobre la frase 
procesada hasta el momento, sino que también integra el 
contexto de las palabras anteriores para formar una repre-
sentación contextualizada de la secuencia. Desde una pers-
pectiva cognitiva, ht puede interpretarse como una repre-
sentación de las expectativas del modelo, es decir, una 
proyección de lo posible: qué palabras son más probables 
de aparecer a continuación según el patrón lingüístico ob-
servado. 
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Modelando la ruptura de expectativas 
en la frase 

 
Cuando ya tenemos una RNN entrenada como la de la 

Figura 1, podemos emplear varias estrategias para com-
probar las consecuencias de procesar frases manipuladas 
de distintas formas. Estas consecuencias se evalúan en las 
llamadas muestras de evaluación. La primera estrategia 
podemos llamarla «observable» y consiste en comparar las 
salidas de la red con patrones de comportamiento sujetos 
a hipótesis previas. Si la red predice palabras, como la del 
ejemplo de la Figura 1, la comparación será frente a pala-
bras previamente establecidas y se analizará si el modelo 
es capaz de predecir las palabras adecuadas. Aquí entraría, 
por ejemplo, la constatación de que una red (manipulada 
convenientemente) produce lenguaje o comete errores si-
milares a los de las personas.  

 
Otra de las formas de análisis dentro de esta estrategia 

es una evaluación sobre la previsibilidad del lenguaje que 
produce una persona tomando como referencia el modelo. 

 
1 En Psicología, la sorpresivididad (o sorpresa) del estímulo es la 
magnitud en la que un estímulo es inesperado o incongruente con 
respecto a las expectativas previas del individuo. Es un concepto 

En este caso se calcula la «sorpresividad» del lenguaje1 
(Oh y Schuler, 2023) como medida de su predictibilidad. 
Por ejemplo, la producción verbal de una persona con afa-
sia no fluyente divergirá del modelo normativo represen-
tado en una red (Cong et al., 2024). Dentro de una frase, 
cada palabra podrá ser sorpresiva si no es esperada norma-
tivamente. Concatenar tres determinantes seguidos no es 
normativo, y la divergencia con el modelo normativo re-
presentado en la red es muestra de ello. Es sorpresivo que 
después de «El dinero del» la persona haya producido un 
determinante como «este», ya que su probabilidad esti-
mada será baja y su sorpresividad notable. La forma de 
calcular la sorpresividad es a partir de la salida de la red 
(yt) representada en la Figura 1. La otra estrategia podría-
mos llamarla «oculta», y consistiría en aprovechar los es-
tados ocultos que la red va generando para diseñar índices 
que consignen la situación interna (no observable) de la 
frase. Estos estados pueden homologarse con las represen-
taciones mentales construidas dadas unas constricciones o, 
por lo menos, poner tal homologación bajo exploración. 
Como hemos visto, un estado oculto ht no es más que la 
salida de los nodos de una capa de recurrencia (también 

clásico de modelos como el de Rescorla-Wagner (Rescorla y 
Wagner, 1972). 

Figura 1 
 
Representación desenrollada en el tiempo de una RNN clásica donde se muestran tanto los estados ocultos ℎ! generados 
en cada momento como las salidas 𝑦! de la red en forma de probabilidades asignadas a palabras. Por ejemplo, 𝑦" es la 
salida y ℎ" es el estado oculto construido a partir de «El dinero del». ℎ" participará en construir ℎ# para predecir 𝑦#. 
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llamada oculta). Es decir, es una representación interna en 
forma de valores numéricos. Si hay una sucesión de entra-
das en una línea temporal (una sucesión de palabras de una 
frase), se generarán tantos estados ocultos como palabras. 
Cada estado representa el estado de la situación de la red 
en el momento de introducir una nueva palabra. Como se 
intuye, esto es crucial en las redes neuronales que sirven 
para procesar lenguaje, ya que esos estados internos mues-
tran las expectativas de la frase en cada momento.  

 
Cabe destacar que el lenguaje tiene una clara secuen-

ciación temporal. Las frases siguen una línea temporal 
que, aunque no sea monótona (ya que pueden anticiparse 
palabras posteriores), sí marca su orden de procesamiento 
tanto en comprensión como en producción (e.g., Rayner, 
2012 contiene múltiples ejemplos del procesamiento se-
cuencial del lenguaje con metodología de movimientos 
oculares). Topologías como las RNN-LSTM o los Trans-
formers son útiles para modelar esa línea temporal implí-
cita en las frases. Aunque estas topologías sean sensible-
mente distintas, ambas van generando estados ocultos, los 
cuales participan de una u otra forma en generar la salida 
de la red. En el caso de las RNNs, los estados ocultos están 
en función de la palabra (entrada, xt) de la marca de tiempo 
t de la frase y del estado oculto generado en el momento 
anterior (ht-1). Así es cómo las RNNs hacen que la repre-
sentación de la situación de la frase sea sensible a dos cir-
cunstancias: (a) la palabra procesada en el momento ac-
tual, y (b) un contexto que recoge la parte de la frase pro-
cesada anteriormente (implícito en el estado oculto ante-
rior). En última instancia, la salida de la red yt, que indi-
cará las palabras más probables a suceder la secuencia, se 
instanciará como resultado de introducir estado oculto ac-
tual (ht) como entrada en la capa de salida. Todo este pro-
ceso se llama de recurrencia: siempre hay un estado oculto 
anterior (ht-1) que, junto con la entrada actual xt, genera un 
nuevo estado oculto ht, y éste una salida yt. En el caso de 
los Transformers, esta recurrencia se omite y se hace uso 
de los llamados mecanismos de autoatención (Vaswani et 
al., 2017). No obstante, al igual que en las RNN, también 
se genera un estado oculto actual. 

 
El hecho de que podamos tener acceso a los estados 

ocultos de la red es muy ventajoso, ya que podemos ana-
lizarlos para estudiar la representación que se tiene de la 
frase en cada momento. Es una representación interna de 

la situación de la frase y contiene información implícita 
tanto de las posibles relaciones gramaticales como de la 
semántica expresada (o incluso de indicios sensoriomoto-
res o emocionales, si se ha construido el modelo con ellos). 
Pongamos como ejemplo la frase «Fui a un banco cercano 
a retirar dinero». Se intuye fácilmente que, si hemos leído 
solo «Fui a un banco cercano a…», las expectativas gene-
radas son aún ambiguas. Esto significa que la situación de 
la frase es incierta, ya que la situación puede referirse a 
sentarse o sacar dinero. En cualquier caso, lo esperable es 
continuar la frase con un verbo. El estado oculto generado 
por el modelo en ese momento nos podrá informar de tal 
fenómeno y los cambios de ese estado en lo sucesivo nos 
pueden dar una métrica de certidumbre. Imaginemos que 
manejamos la frase: «Fui a un banco cercano a rastrojos». 
En este nuevo caso podemos cotejar el cambio del estado 
oculto entre el punto en que se ha leído «Fui a un banco 
cercano a…” (ht-1) y el punto en que se completa la frase 
“Fui a un banco cercano a rastrojos» (ht). El cambio entre 
ht y ht-1 puede ser notable, y de ello extraerse una métrica 
de cambio o de ruptura de expectativas.  

 
Tanto el cálculo de la sorpresividad (estrategia basada 

en la salida yt; Oh y Schuler, 2023) como del cambio en el 
estado oculto (ht) pueden considerarse como indicadores 
de cambio de expectativas tanto semánticas como grama-
ticales. Si la sorpresividad de una palabra producida por 
una persona es notable, se rompen las expectativas, al 
igual que se rompen si la representación de la situación de 
la frase inferida por el estado oculto cambia de un mo-
mento a otro. Este fenómeno es precisamente lo que bus-
can capturar ciertos potenciales relacionados con eventos 
(ERPs). Así, se establece una posible conexión entre algu-
nos ERPs y los índices derivados de estas estrategias, 
como se ha demostrado en investigaciones previas (e.g., 
Rabovsky y McClelland, 2020; Rabovsky et al., 2018). 

 
No obstante, aun pudiendo representar ambos índices 

una ruptura de expectativas, se han observado diferencias 
entre la sorpresividad y el cambio de estado oculto. En pri-
mer lugar, se ha observado que el cambio de estado oculto 
está más correlacionado con el ERP N400 (Rabovsky y 
McClelland, 2020; Rabovsky et al., 2018), planteándose 
como hipótesis principal que ambos están más relaciona-
dos con la semántica. Es un hallazgo interesante para ra-
zonar sobre el impacto de la plausibilidad temática de las 
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frases y su confrontación con el más fino procesamiento 
sintáctico. Hipotéticamente, tanto el N400 como el cambio 
de estado oculto serían mucho más sensibles a la frase 
«Fui a un banco cercano a rastrojos» por su semántica 
inesperada, que a «Fui un dinero retirar en banco a cer-
cano» por encontrarse los distintos elementos semántica-
mente relacionados. De igual manera, frases empleadas en 
pruebas de dislexia fonológica como «El perro es perse-
guido por el gato», podrían generar un N400 menor y poco 
cambio en los estados ocultos de la red. En ambos ejem-
plos se puede crear una ilusión semántica donde se inter-
preta la frase por plausibilidad (Rabovsky y McClelland, 
2020). Sin embargo, se ha observado que la sorpresividad 
correlaciona en mayor manera con el P600 (Rabovsky y 
McClelland, 2020). La sorpresividad, al igual que el P600, 
es sensible a las expectativas sintácticas, aunque también 
en cierta medida a las semánticas (ver el trabajo de Slaats, 
y Martin, 2023 para una reflexión sobre este amalga-
miento de fuentes de variabilidad de la sorpresividad). De 
esta manera, es sensible a la agramaticalidad y es en cierto 
modo una alarma de que algo no cuadra en la frase.  

 
En este texto ilustramos conceptualmente la forma de 

conseguir los estados ocultos que se generan en los distin-
tos momentos de las frases, y la forma de medir la sorpre-
sividad de las palabras de las frases. Así, mostraremos la 
utilidad tanto de los estados ocultos y sus cambios como 
de la sorpresividad, en un fenómeno que inunda todos los 
debates de Psicología del lenguaje: la composicionalidad 
sistemática (e.g., Liñán, 2009; Szabó, 2001, 2020). Esta es 
una propiedad de los sistemas cognitivos que explica 
cómo somos capaces de derivar el significado de expresio-
nes complejas a partir del significado de sus partes y las 
reglas que las combinan. Este concepto nos dará la opor-
tunidad de ilustrar cómo se utilizaría un modelo de RNNs 
sustentado en un diseño experimental con ERPs. 

 
 
 
 

 
2   Se usa únicamente un decodificador. En las topologías llamadas 
codificador-decodificador, el codificador proporciona el contexto 
para que el decodificador empiece a autogenerar lenguaje de manera 
probabilística. Si el contexto es fuerte, la autogeneración estará 
instigada por él. De ahí que lo que emita el decodificador no sea 

Cómo calcular índices en las estrategias 
observables y oculta 

 
Vamos a analizar de manera pormenorizada una RNN 

con una topología meramente autogenerativa2, asumiendo 
que el modelo ya ha sido entrenado. Esta topología se 
muestra en la Figura 1 (para más detalles se puede consul-
tar Jorge-Botana, 2024). Hemos aludido antes a dos estra-
tegias posibles para estudiar las expectativas lingüísticas 
del modelo: una observable y otra oculta. 

 
La primera, cuyo índice es la sorpresividad (Oh y 

Schuler, 2023), consiste en operar en la capa de salida y 
sus predicciones, es decir, en la parte observable (yt). Esto 
significa que se utilizan los vectores de salida generados 
por las distintas entradas de una secuencia. Si tenemos un 
conjunto de palabras dispuestas como secuencia {x1, x2, x3, 
…, xt}, podemos tomar el vector yt de salida como la pre-
dicción contextualizada de una entrada en la marca de 
tiempo t, cuyo vector es xt. El vector yt expresará la proba-
bilidad que tiene cada palabra del vocabulario de ser salida 
en ese momento de la frase. De esa manera, yt será un vec-
tor que contiene las probabilidades de cada una de las pa-
labras del vocabulario de suceder a la secuencia que ya se 
ha procesado. Si se procesa una frase como “El dinero del 
banco piedra”, se puede estimar en el vector y4 que la pro-
babilidad de «piedra» es muy baja, acaso por la temática o 
porque un sustantivo no es previsible detrás de otro. Esto 
es posible porque y4 tiene tantos componentes como pala-
bras tenga el vocabulario, siendo un listado de probabili-
dades para todas las palabras que conoce el modelo. El pri-
mer componente del vector y4 representa la probabilidad 
de que la palabra indizada como primera en el vocabulario 
suceda a la frase «El dinero del banco». El segundo com-
ponente del vector y4 representa la probabilidad de que la 
palabra indizada como segunda en el vocabulario suceda 
a la frase. Y así con todos los componentes del vector. Así, 
si «piedra» ocupase la posición 5 en el vocabulario, el 
componente 5 de ese vector y4 sería la probabilidad de que 
ocurra piedra detrás de «El dinero del banco»: 

arbitrario sino apegado a un tema (una pregunta, una imagen, una 
frase, etc.). No obstante, en alguna topología solo se requiere de 
decodificador (por ejemplo, cuando se le da un pie para que el 
decodificador simplemente lo autocomplete). 



 
 

 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 41–56. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43347 

 
48 

y5 = P(wpiedra |wel wdinero wdel wbanco)  [1] 
 
Aplicando el logaritmo en negativo a lo obtenido en y5, 

obtenemos la medida de sorpresividad. Así pues, el 
cálculo de la sorpresividad (S) de una palabra en una po-
sición t concreta (wt) dadas una serie de n palabras previas 
quedaría definido como:  

 
S(wt) = – log P(wt | wt-1 wt-2,…,wt-n)   [2] 
 
En nuestro ejemplo, la sorpresividad de la palabra “pie-

dra” sería: 
 
S(wpiedra) = – log log (y5) = – log log P(wpiedra |wel wdi-

nero wdel wbanco)      [3] 
 
Se puede calcular la sorpresividad de cualquier palabra 

que forme parte del vocabulario en cada momento t. Salta 
a la vista que esta estrategia es llamada observable por ser 
la materialización observable en la capa de salida del es-
tado oculto h4 generado en ese mimo momento. Así, y4 se-
ría la predicción a partir de la entrada x4, pero contextuali-
zada con el estado oculto h3 (ver Figura 1). Tomando ese 
vector de salida y4, podemos obtener las probabilidades 
asociadas a que cada palabra del vocabulario suceda des-
pués y con esto calcular su sorpresividad (en el Apéndice 
ofrecemos algunos enlaces a códigos que calculan la sor-
presividad empleando modelos preentrenados). Esta estra-
tegia asume que los nodos de la capa de salida tienen como 
tarea predecir palabras con la función softmax (Bridle, 
1989; cuyo origen puede rastrearse hasta Boltzmann, 
1868) como función de activación, dado que se trabaja con 
vectores one-hot para indexar las palabras del vocabulario. 

 
No obstante, una cosa es dar una probabilidad a cada 

palabra y otra contar con la representación oculta de la si-
tuación de la frase en ese momento. Con la predicción (yt) 
podemos obtener una distribución en la que algunas pala-
bras tendrán más probabilidad de continuar la secuencia. 
Con la representación oculta (estado oculto ht) tenemos 
una forma de representar la situación de la frase en el 
marco de un contexto. Esto permite, por ejemplo, repre-
sentar dinámicamente la situación de la frase antes y des-
pués de introducir «banco» en el contexto previo de «No 
me queda mucho dinero en el…» o en el contexto de 
«Como estoy cansado me siento en el…».  

 
Se suele formalizar la situación de la frase contextuali-

zada en un momento concreto tomando el valor del estado 
oculto ht que se genera en él. De esta forma, se toma ht 
como la representación interna de la situación de la frase 
en el tiempo t. Si quisiéramos consignar el cambio en tal 
situación oculta antes y después de introducir la palabra 
«banco» (como en la Figura 1), podríamos calcular una 
simple distancia vectorial entre los estados ocultos antes y 
después de tal hecho: 

 
Cambio («banco») = h3 – h4   [4] 
 
Este índice, llamado cambio de estado oculto (Rabo-

vsky y McClelland, 2020), puede calcularse en todos los 
momentos de la frase como la diferencia entre el estado 
oculto antes y después de la palabra: ht- ht-1. Puede decirse 
que h4 representa una expectativa a partir de x4 y su con-
texto anterior. Así, de una entrada x4, con un formato in-
cierto, se consigue en h4 una representación con expecta-
tivas de entidad bancaria. Piantadosi (2023) define esos 
estados internos como aspectos latentes de la sintaxis y la 
semántica que gobiernan la interpretación del texto (en el 
Apéndice ofrecemos algunos enlaces a códigos que ayu-
dan a conseguir los estados ocultos en los diferentes mo-
mentos de la frase y de las diferentes capas ocultas). 

 
En términos de plausibilidad cognitiva, es sugerente 

reflexionar sobre el concepto de expectativa en referencia 
a los estados ocultos. Cuando en una secuencia se produce 
una nueva entrada xt y ésta interactúa con el estado oculto 
anterior ht-1, el nuevo estado oculto ht puede entenderse 
como las expectativas sobre qué palabras podrían acom-
pañar a la entrada xt en la siguiente marca temporal dado 
ese contexto. Este estado es pues una constelación de po-
sibilidades y, así, cada momento conlleva una constela-
ción de palabras diferentes. Esas expectativas son una po-
tencia que se materializa en forma de palabras en la capa 
de salida mediante la distribución de probabilidad yt. 
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Composicionalidad sistemática como 
núcleo del debate 

 
El conocimiento humano no parece estar exclusiva-

mente basado en la experiencia (o, al menos, en un mero 
cómputo probabilístico sobre ella). Parece haber habilida-
des emergentes que generalizan el uso de reglas sobre es-
tructuras nunca vistas. Esto se relaciona con el conocido 
fenómeno de la «pobreza del estímulo» (e.g., Pearl, 2022). 
Este fenómeno presenta la paradoja de que, aunque las 
personas están expuestas a un conjunto relativamente pe-
queño de oraciones, sus expresiones suelen ser correctas 
formalmente y pueden llegar a inferir el significado de fra-
ses con palabras legítimamente combinadas, aunque 
nunca vistas en concurrencia. Esto significa que las perso-
nas pueden comprender y producir combinaciones lingüís-
ticas que no han visto. Se postula que tal capacidad viene 
dada por la denominada composicionalidad sistemática 
del lenguaje (e.g., Liñán, 2009; Szabó, 2001, 2020). 

 
Formalmente, en el concepto de composicionalidad 

sistemática se mantiene que la entrada no proporciona evi-
dencia sobre todas las oraciones posibles, y que tampoco 
contiene reglas explícitas sobre las posibles combinatorias 
ni sus significados (Lasnik y Lidz, 2016). Sin embargo, las 
personas se desenvuelven relativamente bien en ambos ca-
sos, aunque no ven todo el lenguaje (y sus variedades) a lo 
largo de su vida, ni se les dice explícitamente cómo com-
binarlo.  

 
Tradicionalmente, se ha sugerido que la composicio-

nalidad sistemática está relacionada con la sintaxis. Visto 
de esa forma, existirían dos sistemas, uno con representa-
ciones semánticas de las palabras y otro que aplicaría re-
glas universales. Este último sistema está separado del sig-
nificado de las palabras individuales (trabajo seminal de 
Chomsky, 1957). Es de resaltar también un componente 
modular introducido por Fodor y Pylyshyn (1988) a esta 
concepción composicional: las unidades del sistema se-
mántica son módulos y las palabras participarían con la 
misma carga semántica independientemente de su rol sin-
táctico. En las frases «Julieta quiere a Romeo» y «Romeo 
quiere a Julieta», Julieta y Romeo participarían con la 
misma carga semántica en ambas frases. No obstante, pa-
rece complicado asumir estos supuestos (Rabovsky y 

McClelland, 2020; Rabovsky et al., 2018). Asumir ese 
componente modular implicaría que las representaciones 
de las palabras se recuperan antes de asignarles roles sin-
tácticos, sin mediar ninguna contextualización más que la 
que posteriormente imponga la sintaxis. Sin embargo, la 
Julieta de la primera frase es una chica amante, y la de la 
segunda es amada (incluso pudiera ser que participen dis-
tintas Julietas en ambas frases), cada una con su constela-
ción de posibilidades. Consecuentemente, algunos autores 
rebajan esa constricción de modularidad y hablan más bien 
de pseudocomposicionalidad (Rabovsky y McClelland, 
2020). Esta nueva composicionalidad no asumiría que las 
palabras contribuyen de manera independiente a su rol sin-
táctico.  

 
El fenómeno de la composicionalidad puede evaluarse 

a través de índices como el cambio en los estados ocultos 
y la sorpresividad mencionados antes. Consideremos se-
cuencias de palabras a las que hemos sido expuestos como, 
por ejemplo, «Julieta ama a Romeo». Hemos visto a chicas 
llamadas Julieta amar a chicos llamados Romeo y, por 
tanto, forma parte de lo plausible. Sin embargo, podemos 
abstraernos de la realidad e interpretar frases como “Ju-
lieta ama el morado” o más implausibles como «Julieta 
ama la garrapata». La idea es jugar con la realidad (i.e., los 
estímulos que participan en el estudio) para confrontar su 
efecto en las personas y en los modelos. Tómese como 
ejemplo la frase que Chomsky (1957) introdujo como reto: 
«Las ideas verdes incoloras duermen furiosamente» (Co-
lorless green ideas sleep furiously). Aunque nunca hemos 
sido expuestos a esa escena, podemos producir la frase y 
evocar su significado, incluso en contra de su plausibili-
dad. De manera similar, también entenderemos la frase 
«Julieta ama la garrapata». Lo importante es que estas fra-
ses pueden ser producidas y su significado se puede infe-
rir, aunque la plausibilidad del lenguaje favorecerá las ex-
pectativas en algunas ocasiones y las penalizará en otras. 
Si un sistema no fuera capaz de abstraerse de la experien-
cia previa a la que ha sido expuesto y entender frases que 
no haya visto antes (e.g., «Julieta ama la garrapata»), es-
taría sobreajustado a la realidad.  

 
Algunos antropólogos ya propusieron la existencia de 

algunos sistemas lingüísticos primitivos o protolenguas en 
el que no existía dicha generalización. Estos fueron llama-
dos lenguajes libres de sintaxis, donde la capacidad sintác-
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tica se amalgama con la semántica de las palabras (Bicker-
ton, 1995; Jackendoff, 1987, 1999). Aludimos a este caso 
extremo para hacer gráfico un caso en el que la composi-
cionalidad sistemática es difícil o imposible de desplegar. 
En el otro extremo, podemos tener un sistema capaz de 
abstraer reglas aisladas de su experiencia con la realidad 
explotando los indicios sintácticos para dilucidar cuando 
un sustantivo es activo o es pasivo. En términos evoluti-
vos, algunos autores afirman que el proceso de gramatica-
lización (es decir, la atribución de un papel gramatical o 
sintáctico a una palabra) es análogo al de la metaforización 
(Heine y Kuteva, 2007). Cuando dos palabras comparten 
algunas propiedades funcionales, el sistema cognitivo 
evoluciona y se apercibe de que ambas comparten un pa-
pel común y, por tanto, son intercambiables en determina-
dos roles genéricos. Así, el sistema aprende que dos pala-
bras comparten un papel común a través de esas propieda-
des funcionales compartidas a lo largo de su experiencia. 
Esto nos lleva también a pensar en términos piagetianos, 
ya que las palabras podrían ser asimiladas a una categoría 
abstracta como un rol sintáctico. Podríamos extender estos 
razonamientos también a otros ejemplos como el caso de 
los verbos inventados o las pseudopalabras donde, aunque 
no conozcamos las palabras, somos capaces de interpre-
tarlas como sustantivos o verbos dependiendo de cómo se 
comportan sintácticamente. 

 
La semántica sería, según lo argumentado, una cosmo-

logía de expectativas del uso de las palabras, y estas ex-
pectativas pueden ser semánticas o incluso sintácticas en 
cuanto a continuidad de la frase. Este tipo de expectativas 

estarán constreñidas por las posibilidades de usos reales 
del lenguaje. Sin embargo, la composicionalidad es una 
manera de regularizar el conocimiento del sistema para 
que no se sobreajuste a la realidad (Figura 2). Tanto el tér-
mino de sobreajuste como el de regularización tienen el 
sentido que se les da en el ámbito del aprendizaje automá-
tico. Regularizar es impedir que el modelo se sobreajuste 
a características irrelevantes de la muestra de entrena-
miento y deje holgura para usar de manera implícita indi-
cios mucho más genéricos como, por ejemplo, los roles 
sintácticos. Puede verse de manera clara esta lógica en tra-
bajos que imponen a la función de coste usada para la ac-
tualización de los pesos una regularización basada en ma-
ximizar la independencia de los constituyentes de las fra-
ses (Nandi et al., 2024). Esto último puede considerarse 
una forma de instigar que los estados ocultos creados por 
las sucesivas palabras de una frase no se amalgamen en 
base a la combinatoria vista en la realidad, y el coste de la 
desambiguación haga que no abstraiga propiedades gené-
ricas de la estructura composicional (Choi et al., 2017). 

 
 
Un experimento tentativo sobre los 

efectos de la plausibilidad 
 

En este apartado vamos a plantear un experimento 
mental donde se pretenden homologar los índices de rup-
tura de expectativas lingüísticas (plausibilidad) de los mo-
delos de RNNs con las sensibilidades extraídas de algunos 
ERPs. El objetivo es mostrar uno de los posibles paradig-
mas que podrían emplearse para evaluar el comporta-

Figura 2 
 
La composicionalidad sistemática del lenguaje tiene como resultado la generación de reglas abstractas emergentes más 
que simplemente explotar la combinatoria estadística de la información procesada. Podemos pues entender esto como 
resultado de un proceso de regularización durante el proceso de aprendizaje 
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miento composicional y su correlación con ERPs (Rabo-
vsky y McClelland, 2020 o Rabovsky et al., 2018 presen-
tan algunos diseños completos, aunque con un modelo 
idiosincrático llamado Sentence Gestalt que no se corres-
ponde con los modelos más empleados en el campo de In-
teligencia Artificial Generativa). Este experimento mental 
también nos permitirá mostrar una forma tentativa de com-
probar si el cambio de estado oculto en una RNN está re-
lacionado con el cambio abrupto de la situación de la frase 
en términos eminentemente temáticos más que sintácticos. 
Se espera, según lo dicho previamente, que el cambio de 
estado oculto esté más alineado con el potencial N400 que 
con el P600. 

 
Para ello, vamos a plantear una topología de RNN Se-

cuencia-Secuencia con codificador y decodificador (con-
sultar Jorge-Botana, 2024 para más detalles) como la que 
se presenta en la Figura 3. Durante la fase de entrena-
miento, se codifica una frase en lenguaje natural en el co-
dificador y se autogenera la reconstrucción de su escena 
en el decodificador, teniendo en cuenta tanto el aprendi-
zaje de las palabras (sustantivos y verbos) como la asigna-
ción de roles pacientes y agentes. El codificador simula la 
transformación de la información de una frase en una re-
presentación interna, tal y como haría una persona que lee 
una frase e imagina una escena. Otros autores han sugerido 

aproximaciones similares con la intención de dotar a los 
modelos del lenguaje de conocimiento del mundo me-
diante diversas vías (véase Carta et al., 2023; Hernández 
et al., 2023; Ivanova et al., 2024). 
 

La especificación de las características de la red es el 
primer eje de manipulación sobre el que podemos trabajar. 
El segundo eje de manipulación son las muestras con las 
que aprende la red. En este caso, se utilizaría un conjunto 
de pares frase-escena. Lo interesante de este corpus es que 
se trata de una muestra muy controlada en la que se limita 
el tamaño evitándose así el efecto de escala de los Grandes 
Modelos de Lenguaje. Pero lo más importante es que, en 
este conjunto, habrá sustantivos que actúan como agentes 
y pacientes, otros sólo como agentes, y el resto sólo como 
pacientes, tal y como podríamos encontrar en el mundo 
real (ver los ejemplos de entrenamiento en la Figura 4). 
Una frase plausible será, por ejemplo, «El lobo come el 
cordero», pues se ha presentado durante el entrenamiento 
y el modelo ha aprendido a generar esa escena. Así, el mo-
delo estará sobreajustado a estas frases, pudiendo contro-
lar la plausibilidad de las frases que, una vez entrenado, se 
evaluarán en el modelo. Las entradas puestas bajo escruti-
nio una vez entrenada la red son el tercer eje de manipula-
ción. Dentro del conjunto de evaluación, existirán también 
frases no vistas cuya escena nunca se ha representado 

Figura 3 
 
Entrenamiento del codificador-decodificador en la reconstrucción de una escena tanto en sus participantes como en sus 
roles pasivo-activo. La RNN1 (el codificador) proporciona a la RNN2 (el decodificador) la codificación de la frase en su último 
estado oculto, y la RNN2 autogenera la escena. Los pesos tanto de la RNN1 como de la RNN2 se modifican en función del 
éxito de la autogeneración de la escena. La RNN2 produce <s> como inicio de la escena y asigna el rol pasivo-activo a 
través de la dirección de una flecha (en este caso, ß indica que el verbo comer se produce de manera pasiva y que el 
cordero es comido por el lobo) 
 

 

 
 

 



 
 

 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 41–56. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43347 

 
52 

nuestro modelo (ver los ejemplos de evaluación con frases 
implausibles en la Figura 4) como, por ejemplo, «El cor-
dero come el lobo» o «El niño es comido por el pasto». 
Por tanto, habrá distintos niveles de plausibilidad en los 
que solo algunos casos se podrán resolver por composicio-
nalidad. También se podría manipular la legitimidad sin-
táctica de las frases de prueba cambiando el orden de al-
gunas palabras e o intercambiando los roles pasivos y ac-
tivos de los sustantivos para estudiar los roles sintácticos.  
 

La clave de todo esto, además de ver si el modelo es 
capaz de reconstruir escenas de frases no vistas con dis-
tinto grado de plausibilidad (e.g., «El lobo come el pasto» 
o «El niño es comido por el pasto»), es medir el cambio de 
estado oculto en el momento de introducir en el codifica-
dor las palabras que rompen las expectativas tanto por 
plausibilidad como por legitimidad sintáctica (Figura 5). 
Con este paradigma podemos comprobar cómo la medida 
de cambio del estado oculto explica las representaciones 
del lenguaje de una manera controlada a través de esta to-
pología de RNN. Resultados previos sugieren que el N400 

Figura 4 
 
Entrenamiento y evaluación del modelo con pares frases-escena. El entrenamiento se hace con frases plausibles con 
escenas sistemáticamente correctas. La evaluación se hace con frases plausibles y no plausibles para analizar la 
reconstrucción de las escenas por parte del modelo 
 

 

 
 

 

Figura 5 
 
Evaluación del codificador-decodificador a través de frases plausibles e implausibles. Los estados ocultos y sus diferencias 
permiten consignar el cambio como ruptura de las expectativas lingüísticas ante una frase nunca vista por el modelo. Los 
cambios en los estados ocultos pueden ser sensibles a la ruptura de expectativas y, consecuentemente, se pueden calcular 
índices que cuantifiquen dicha ruptura de expectativas como: h(El lobo come el pasto) – h(El lobo come el). En cada marca de tiempo, al 
introducir la siguiente palabra en el codificador, se genera un nuevo estado oculto que podría generar un cambio en las 
expectativas de la frase 
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está más alineado con medidas como el cambio de estado 
oculto y que ambos son eminentemente temáticos y situa-
cionales (Rabovsky y McClelland, 2020; Rabovsky et al., 
2018). De esta manera, estos modelos nos permiten hacer 
predicciones sobre cómo funciona la composicionalidad y 
qué mecanismos hay implicados, pudiendo simular res-
puestas en las RNNs que son parecidas a los ERPs que se 
consignan en el cerebro. Además, los razonamientos sobre 
la plausibilidad de los modelos de redes neuronales pue-
den ayudar a mejorarlos y, con ayuda de las estrategias 
basadas en respuestas ocultas y observables, desplegar en 
ellos mecanismos basados en las mismas sensibilidades 
que se detectan en los experimentos de ERPs. Terra ig-
nota. 
 

Conclusión 
 

Las nuevas arquitecturas de red neuronal (RNN-LSTM 
y Transformers) y sus distintas topologías ponen en nues-
tras manos herramientas muy poderosas para formalizar 
las teorías cognitivas del lenguaje que describimos en len-
guaje natural. Además, su aparataje permite calcular índi-
ces sobre sus salidas y analizar los estados ocultos que se 
van generando en cada momento de la línea temporal de 
una frase. Esto permite confrontar modelos y experimen-
tos para corregir tanto las teorías como los modelos, y apli-
car esas correcciones a las arquitecturas que hoy día están 
por debajo de los Grandes Modelos del Lenguaje. 

 
Este texto se focaliza en la arquitectura RNN-LSTM, 

puesto que sus mecanismos son muy interesantes en tér-
minos de plausibilidad cognitiva. El hecho de capturar las 
dependencias temporales del lenguaje con mecanismos de 
memoria de trabajo con diferente pervivencia de la infor-
mación las hace muy interesantes a nivel psicológico (la 
memoria de trabajo a corto plazo, a largo plazo o los pro-
pios mecanismos de olvido y aportación). Puede decirse 
que las RNN-LSTM son muy intuitivas para entender un 
posible modelo situacional de las frases. Sin embargo, ac-
tualmente, los Transformers (Vaswani et al., 2017) han 
sustituido a las RNNs-LSTM en muchas aplicaciones por-
que presentan ciertas ventajas: procesamiento paralelo 
(procesan toda la entrada de una secuencia a la vez gracias 
a sus mecanismos de autoatención), mayor eficiencia (ma-
yor escalabilidad y eficiencia al no requerir recurrencia), 
y menor restricción secuencial (ya que pueden acceder al 

contexto sin tener que recorrer las secuencias en orden). 
No obstante, aunque de forma diferente, los Transformers 
también generan estados ocultos en cada marca de tiempo 
a partir de la integración de la información de las palabras 
de la frase. Es por ello por lo que se pueden generalizar 
directamente los razonamientos que hemos mostrado en el 
texto a esta arquitectura. Además, la capa de salida no di-
fiere de la de las RNN-LSTM y, por tanto, los cálculos de 
cambio en los estados ocultos y el índice de sorpresividad 
serán comunes. 
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Resumen 
 
Este artículo tiene como objetivo ofrecer una visión actual 
de las pruebas de elección forzosa y proporcionar 
recomendaciones para su diseño y construcción. Aunque 
estas pruebas ayudan a superar limitaciones como los 
sesgos de deseabilidad social y de respuesta extrema, 
comunes en los formatos de respuesta graduada, presentan 
desafíos técnicos relacionados con la ipsatividad de las 
puntuaciones. Este artículo presenta modelos 

psicométricos basados en la Teoría de Respuesta al Ítem 
(TRI), como el modelo Thurstoniano de TRI para 
preferencias (TIRT) y el modelo de preferencia por pares 
multi-unidimensional (MUPP), que mejoran la estimación 
de los rasgos y permiten un ensamblaje óptimo de ítems 
en bloques. Se identifican factores de diseño del 
cuestionario, como la polaridad de los ítems ensamblados, 
que pueden afectar la calidad de las puntuaciones 
obtenidas. Además, se exploran los beneficios de la TRI 
en el desarrollo de tests adaptativos informatizados on-
the-fly, donde los ítems se emparejan durante la prueba en 
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función de las respuestas previas del evaluado, 
optimizando la precisión de las puntuaciones. Finalmente, 
se ofrece una guía paso a paso para la construcción de 
pruebas de elección forzosa, ilustrada con un ejemplo 
empírico y código en R de acceso abierto. 

Palabras clave: Personalidad; Elección forzosa; Test 
adaptativos informatizados; On-the-Fly. 

 

Abstract 
 
This article aims to provide a current overview of forced-
choice tests and offer recommendations for their design 
and construction. Although these tests help overcome lim-
itations such as social desirability and extreme response 
bias, common in graded response formats, they present 
technical challenges related to the ipsativity of the scores. 
This paper discusses psychometric models based on Item 
Response Theory (IRT), such as the Thurstonian IRT 
(TIRT) and the multi-unidimensional pairwise preference 
(MUPP) models, which improve trait estimation and ena-
ble optimal item assembly into blocks. It identifies ques-
tionnaire design factors, such as the polarity of assembled 
items, that can affect the quality of the obtained scores. 
Additionally, the benefits of IRT in developing computer-
ized adaptive tests on-the-fly are explored, where items 
are paired during the test based on the examinee's previous 
responses, optimizing score precision. Finally, a step-by-
step guide for constructing forced-choice tests is provided, 
illustrated with an empirical example and open-access R 
code. 

Keywords: Personality; Forced-choice; Computerized 
Adaptive Testing; On-the-fly. 

 

Pruebas de elección forzosa:  
visión actual y recomendaciones 

 
Aunque el origen y el debate sobre las pruebas de elec-

ción forzosa se remonta a mucho tiempo atrás (Zavala, 
1965), su uso ha ido creciendo en popularidad en el campo 
de la evaluación psicométrica de la personalidad, especial-

mente en contextos laborales y educativos (Heggestad et 
al., 2006). Esto se debe a los problemas tradicionales de 
las pruebas de autoinforme que emplean un formato de 
respuesta de tipo Likert, tales como su menor robustez al 
falseamiento y la presencia de sesgos de respuesta como 
la deseabilidad social, aquiescencia o respuesta extrema 
(Cao y Drasgow, 2019; Kreitchmann et al., 2019). En tér-
minos generales, las pruebas de elección forzosa son he-
rramientas efectivas para minimizar sesgos de respuesta y 
extraer inferencias precisas sobre atributos no cognitivos, 
como actitudes, valores, intereses vocacionales, motiva-
ciones, competencias o estilos de aprendizaje, a partir de 
las preferencias relativas expresadas por los respondientes 
(véase Hontangas et al., 2015, para ejemplos específicos). 
No obstante, la construcción de una prueba de elección 
forzosa implica algunos desafíos técnicos que requieren el 
uso de modelos psicométricos avanzados en todo el pro-
ceso de desarrollo del test, desde el diseño y ensamblaje 
de los ítems (estímulos) en bloques, hasta la estimación 
del nivel de rasgo. En el presente trabajo, se recogen algu-
nas de las herramientas y recomendaciones para el diseño 
óptimo de una prueba de elección forzosa, de forma éstas 
puedan ofrecer puntuaciones fiables y válidas. 

 
Este trabajo complementa y amplía investigaciones 

previas sobre el modelado de pruebas de elección forzosa 
(e.g., Abad et al., 2022). Mientras que dichos estudios se 
han centrado en la conceptualización general y los desa-
fíos técnicos asociados a este tipo de pruebas, el presente 
manuscrito adopta un enfoque más aplicado. En particular, 
se presenta un tutorial detallado que guía al lector en la 
construcción y calibración de pruebas de elección forzosa, 
con un énfasis especial en los test fijos (frente a los test 
adaptativos). 

 
 

Las pruebas de elección forzosa y el 
problema de la ipsatividad 

 
El formato de elección forzosa se caracteriza por la 

presentación de bloques de uno o más enunciados, entre 
los que el evaluado debe indicar cuál le representa mejor, 
o establecer un ordenamiento, total o parcial, de estos 
(para una revisión completa, véase Brown y Maydeu-Oli-
vares, 2018a; Hontangas et al., 2015, 2016). En el caso 
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más simple, el formato binario (PICK-PAIR), se pide a la 
persona que seleccione el ítem que mejor le describa de 
entre dos enunciados (e.g., "Me gusta innovar en lo que 
hago" y "Me considero una persona feliz"). Otros formatos 
comunes consisten en pedir a la persona que escoja el ítem 
que mejor le represente entre más de dos enunciados 
(PICK), elegir el ítem que más y el que menos le describe 
(MOLE, de "MOst and LEast"), u ordenar las opciones 
según el grado en que su descripción le representa 
(RANK). Respecto a la puntuación tradicional bajo la 
teoría clásica de los tests, en los formatos PICK y PICK-
PAIR se otorga +1 a la dimensión si el enunciado escogido 
posee polaridad positiva (mide directamente la dimensión) 
o -1 si tiene polaridad negativa (mide la dimensión 
inversa). En el formato RANK se conceden valores que 
varían entre 1 y K, siendo K el número de enunciados. Por 
otro lado, en el sistema MOLE, se asignan las 
puntuaciones -1, 0 o 1, dependiendo de la selección 
particular y la polaridad de los ítems escogidos. 

 
Aunque los estudios de metaanálisis han mostrado la 

mayor robustez de este formato al falseamiento (Cao y 
Drasgow, 2019; Martínez y Salgado, 2021), el problema 
principal de estos cuestionarios es que las puntuaciones 
obtenidas tendrán propiedades ipsativas en mayor o menor 
grado (Hicks, 1970). Esto quiere decir que cada puntua-
ción de un evaluado depende en parte de sus otras puntua-
ciones, pues manifiesta una predominancia relativa y no 

absoluta de los rasgos. Por ejemplo, una persona altamente 
organizada y algo sociable y otra menos organizada y poco 
sociable podrían coincidir en sus respuestas y puntuacio-
nes ya que ambas se perciben como más organizadas que 
sociables. De forma similar, una tercera persona poco so-
ciable y nada organizada podría obtener una puntuación 
en sociabilidad superior a la primera persona ya que las 
puntuaciones reflejan preferencias relativas por los rasgos. 
En el caso extremo de puntuaciones totalmente ipsativas, 
la suma de las puntuaciones de cada individuo será un va-
lor constante e igual para todos los evaluados, lo que im-
posibilita realizar comparaciones entre sujetos, como de-
ducir que la primera persona es más organizada que la se-
gunda y que la tercera.  

 
La Figura 1 muestra el problema de la ipsatividad en 

un modelo de puntuación tradicional para el formato 
PICK-PAIR, con bloques de dos ítems. Se presentan las 
respuestas de dos evaluados en bloques que miden tres ras-
gos de personalidad, donde todos los ítems tienen polari-
dad positiva y cada bloque evalúa rasgos distintos. Supo-
niendo conocer los niveles de rasgo verdaderos, el primer 
evaluado tiene puntuaciones típicas de 1,0 en estabilidad 
emocional (EE), 0,5 en extroversión (EX) y 0,0 en aper-
tura a experiencias (AP). Por lo tanto, prefiere los ítems de 
EE en los bloques 1 y 2, y en el bloque 3, que mide EX y 
AP, elige el ítem de EX. Así, su puntuación tradicional es 
2 en EE, 1 en EX y 0 en AP. El segundo evaluado tiene 

Figura 1 
 
Ejemplo de elección forzosa con bloques de dos ítems para dos evaluados ficticios 
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puntuaciones típicas más bajas: -1,5 en EE, -1,0 en EX y -
0,5 en AP. Su patrón refleja preferencia por los ítems de 
AP en los bloques 2 y 3, y por EX en el bloque 1, obte-
niendo una puntuación tradicional de 2 en AP, 1 en EX y 
0 en EE. Este ejemplo evidencia que las puntuaciones ip-
sativas, aunque permiten medir la predominancia de ras-
gos en cada evaluado, no permiten comparaciones válidas 
entre ellos. Por ejemplo, aunque el primer evaluado tiene 
una puntuación típica verdadera más alta en AP, su pun-
tuación ipsativa es inferior porque sus otros rasgos son 
más predominantes. En una muestra completa, las puntua-
ciones ipsativas en una dimensión mostrarán una cova-
rianza negativa con las demás. Esto ocurre porque elegir 
más ítems de un rasgo implica seleccionar menos de los 
otros, generando interdependencia entre puntuaciones.  
 

La ipsatividad plantea una serie de problemas: (a) dis-
torsión de la dimensionalidad y estructura factorial del test 
(e.g., correlaciones entre dimensiones negativamente ses-
gadas); (b) sesgo en la validez predictiva (e.g., las correla-
ciones de las escalas con un criterio externo estarán sesga-
das hacia cero); c) sesgos en los coeficientes de fiabilidad. 
Estos resultados se producen por las covarianzas negativas 
entre las puntuaciones de rasgo que surgen al hacer que los 
evaluados seleccionen una opción frente a otra de distinto 
rasgo. No obstante, estos problemas no son insalvables, ya 
que en los últimos años se han producido avances signifi-
cativos tanto en el uso de modelos psicométricos que op-
timizan la puntuación de las pruebas como, de igual im-
portancia, en el diseño de estas. Son numerosos los estu-
dios que muestran que el formato de elección forzosa 
puede mantener propiedades psicométricas comparables a 
las del formato de respuesta graduada (e.g., Zhang et al., 
2020) sugiriendo que, aunque estas medidas presentan li-
mitaciones, pueden producir puntuaciones fiables y váli-
das. En las siguientes secciones se resume el conocimiento 
actual sobre ambos aspectos, haciendo, finalmente reco-
mendaciones sobre los pasos a seguir en la construcción 
de pruebas de elección forzosa.  

 
 
 
 
 
 
 

Modelos psicométricos para pruebas 
de elección forzosa 

 
De forma resumida, la ipsatividad ocurre cuando la 

elección de ítems de diferentes dimensiones da lugar a in-
crementos equivalentes en las puntuaciones de dichas di-
mensiones. Por ejemplo, si al seleccionar un ítem de ex-
troversión incrementa la puntuación en dicho rasgo en la 
misma medida que elegir un ítem de responsabilidad in-
crementa la suya, y ocurre lo mismo para todos los ítems 
del cuestionario. El modelado psicométrico de respuestas 
de elección forzosa permite estimar parámetros de discri-
minación, capturando matices en la relación entre rasgos e 
ítems. Esto reduce la ipsatividad, ya que la relación entre 
la elección de un ítem y la puntuación en su dimensión no 
tiene por qué ser uniforme. Entre los modelos TRI más 
utilizados para este propósito destacan el TIRT (Thurstone 
IRT; Brown y Maydeu-Olivares, 2011) y el MUPP (Multi-
Unidimensional Pairwise-Preference; Stark et al., 2005). 

 
TIRT. El TIRT se basa en la ley de juicio comparativo 

de Thurstone, siendo un modelo para ítems que siguen un 
modelo de dominancia (i.e., la probabilidad de estar de 
acuerdo con un ítem sigue una relación monótona, cre-
ciente o decreciente, con el nivel de rasgo). Por ejemplo, 
la probabilidad de estar de acuerdo con “Soy una persona 
ordenada” tenderá a aumentar a medida que aumenta el 
nivel en el rasgo de responsabilidad. Desde este modelo, 
se descompone la respuesta al bloque de n ítems en térmi-
nos de n(n-1)/2 respuestas en comparaciones binarias, mo-
deladas a través de un modelo de TRI de ojiva normal. 
Para un bloque de tres ítems [i, j, k] cuya respuesta en for-
mato RANK de un evaluado es i = 1 (mayor preferencia), 
j = 2, y k = 3 (menor preferencia), es posible inferir una 
preferencia por el ítem i en las comparaciones [i, j] e [i, k], 
y por el ítem j en la comparación [j, k]. Bajo el modelo 
TIRT se modelan conjuntamente estas pseudo-respuestas 
a las comparaciones entre pares. En la comparación [i, j], 
la probabilidad de elegir el elemento j se modelaría como: 

 

𝑃(𝑗[𝑖, 𝑗]|𝛉) = Φ! -
"𝛌𝒋
"$𝛌𝒊

"%𝛉$'
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%*)&
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donde Φ! expresa la función de distribución normal 
acumulada, θ es un vector con los niveles de rasgo, λ+, − λ-, 
es un vector que expresa la diferencia de pesos entre esos 
dos ítems del bloque, ψj

2 y ψi
2 reflejan las varianzas de 

especificidad, y γ el parámetro de umbral para la compa-
ración [i, j], que se relacionaría con la dificultad para elegir 
el ítem j. La misma ecuación se generaliza para modelar 
las comparaciones [i, k] y [j, k].  

 
En bloques de dos ítems unidimensionales, el modelo 

se simplifica a: 
 

𝑃(2[1,2]|𝛉) = Φ! -
.'%/'%$.'(/'($'

()(
%*)%

%
., 

 
donde la probabilidad de elegir el ítem 2 del bloque se 

relaciona positiva (si el ítem 2 es directo) o negativamente 
(si el ítem 2 es inverso) con el nivel de rasgo medido por 
ese ítem (θd2), pero a la vez se relaciona positiva (si el ítem 
1 es inverso) o negativamente (si el ítem 1 es directo) con 
el nivel de rasgo medido por el ítem 1 (θd1). En datos en 
los que los ítems no se repiten en diferentes bloques, con 
bloques binarios, los parámetros ψ1

2 y ψ2
2 no están identi-

ficados, por lo que la suma de ambos se fija a un valor. La 
Figura 2 muestra la representación de la superficie de res-
puesta de dos bloques binarios, que siguen el modelo 
TIRT. 

 
En el primer bloque, se representa la probabilidad de 

elegir “Presiono a las personas” (ítem 2) frente a “Evito 
las multitudes” (ítem 1). La probabilidad está relacionada 
con la dimensión del primer ítem, θEX (extraversión), pero 
no guarda relación con la dimensión del segundo ítem, θAF 
(afabilidad). Como el peso del primer ítem en θEX es nega-
tivo, la relación a nivel de bloque resulta positiva: a mayor 
extraversión, menor es la probabilidad de elegir el ítem 1 
y, por lo tanto, mayor probabilidad de elegir el ítem 2. En 
el segundo bloque, se representa la probabilidad de elegir 
“Hago amigos fácilmente” (ítem 2) frente a “Mantengo la 
calma” (ítem 1). En este caso, la probabilidad de elegir el 
segundo ítem depende de ambas dimensiones latentes, θEX 
y θEE (estabilidad emocional). El bloque tiene pesos simi-
lares en las dos dimensiones y, dado que ambos ítems son 
directos (con pesos positivos), la probabilidad de elegir el 
ítem 2 (indicador de extroversión) aumenta con la dimen-
sión θEX y disminuye con θEE. Además, se observa que es 
más fácil elegir el ítem 2 en el segundo bloque que en el 
primero (el umbral para elegir el ítem 2 del bloque, γ, es 

 

Figura 2  
 
Representación de la superficie de respuesta en el TIRT, que representa la probabilidad de elegir el ítem 2 para un bloque 
con parámetros 𝜆$%(')= -0.83, 𝜆)*(+) = -0.09 y 𝛾 = .26 (izquierda) y para otro con parámetros 𝜆$$(') = 0.71, 𝜆$%(+) = 0.61 y 
𝛾 = -1.07 (derecha) 
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más bajo). Esto sugiere que es más fácil afirmar la facili-
dad para hacer amigos (frente a mantener la calma) que 
afirmar que se presiona a las personas (frente a evitar las 
multitudes).  

 
MUPP. El modelo MUPP (Stark et al., 2005) establece 

que la probabilidad de elegir j, de entre i, j o k, sigue el 
axioma de Luce: 

𝑃(𝑗[𝑖, 𝑗, 𝑘]|𝛉) =
𝑃(𝑗)∏ 𝑄(𝑟)⬚

12+

∑ 𝑃(𝑠)∏ 𝑄(𝑟)⬚
123

⬚
3

, 
 
donde P(j) indica la probabilidad de valorar que el 

enunciado del bloque le representa al evaluado y Q(r) la 
probabilidad de valorar que el bloque r no le representa. 
La probabilidad P(j) puede modelarse por diferentes mo-
delos bajo la TRI, como son los de dominancia o de punto-
ideal. En los modelos de dominancia, como el modelo lo-
gístico de dos parámetros (2PL), la probabilidad de res-
puesta es monotónica creciente o decreciente con el nivel 
de rasgo. Por otro lado, en los modelos de punto ideal la 
probabilidad de acuerdo con un ítem es unimodal (i. e., 
máxima en un nivel de rasgo no extremo). Por ejemplo, la 
probabilidad de estar de acuerdo con “Soy una persona 
medianamente ordenada”, puede ser máxima en personas 
con un nivel de rasgo medio de responsabilidad, pero más 

bajas para niveles de rasgo más extremos (muy baja res-
ponsabilidad y nada de orden, o muy alta responsabilidad 
y mucho orden). Una reflexión sobre las ventajas relativas 
de cada modelo puede encontrarse en Brown y Maydeu-
Olivares (2010). Para bloques de dos ítems, el modelo de 
dominancia da lugar al modelo MUPP-2PL (Morillo et al., 
2016), donde el axioma de Luce puede simplificarse a: 

 
𝑃(2[1,2]|𝛉) = 𝜓456-37-85:(𝐚′9 − 𝐚′:)𝛉 + 𝑐?, [2] 
 
donde ψlogistic refleja la función logística y 𝐚′9 − 𝐚′: es 

un vector de diferencias entre los parámetros a de los ítems 
del bloque. En el caso de que los ítems sean unidimensio-
nales, el modelo se reduce a:  

 
𝑃(2[1,2]|𝛉) = 𝜓456-37-8(a;9θ;9 − a;:θ;: + 𝑐) 

 
Por tanto, se establece que el logit de la probabilidad 

de elegir el ítem 2 del bloque se relaciona linealmente con 
los niveles de rasgo medidos por los ítems del bloque. El 
parámetro c determina la probabilidad de elección del ítem 
2 cuando los niveles de rasgo son cero (la probabilidad se-
ría expit(c); por ejemplo, si c = 0, la probabilidad es 0.5). 
La Figura 3 muestra la representación de la superficie de 
respuesta de dos bloques binarios según el MUPP. 

Figura 3  
 
Representación de la superficie de respuesta en el MUPP-2PL que representa la probabilidad de elegir el ítem 2 para un 
bloque con parámetros aEX(1) = -2.81, aAF(2) = -1.11 y c = -0.86 (izquierda) y para otro con parámetros aEE(1) = 2.21, aEX(2) = 
2.25 y c = 4.30 (derecha). 
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En este caso, se representan las superficies de respues-
tas para los mismos bloques mostrados en la Figura 2, pero 
según la calibración del MUPP-2PL. En el primer bloque, 
la probabilidad de elegir el segundo ítem depende princi-
palmente de la primera dimensión (θEX(1)) y, en menor me-
dida, de la segunda (θAF(2)). Dado que ambos ítems son in-
versos (parámetros a negativos), la probabilidad de elegir 
el ítem 2 aumenta con θEX(1) y disminuye con θAF(2). En el 
segundo bloque, la probabilidad de elegir el segundo ítem 
depende en igual medida de ambas dimensiones (θEE(1) y 
θEX(2)). Como los ítems son directos (parámetros a positi-
vos), la probabilidad de elegir el ítem 2 aumentar aumenta 
con θEX(2) y disminuye con θEE(1). Además, se observa que, 
para niveles de rasgo iguales a cero, la probabilidad de ele-
gir el segundo ítem es mayor en el segundo bloque que en 
el primero, lo que se explica por un mayor parámetro c en 
este bloque. 

 
Como se observa al comparar las Figuras 2 y 3, ambos 

modelos, MUPP-2PL y TIRT, generan superficies de res-
puesta muy similares para comparaciones binarias y, en 
esencia, son prácticamente equivalentes (i.e., difieren úni-
camente en la función de enlace: probit o logit y en el pro-
cedimiento de estimación). Por lo tanto, en el caso de com-
paraciones binarias, la elección entre uno u otro modelo 
puede depender principalmente de las preferencias del in-
vestigador. Por ejemplo, una ventaja del TIRT es que sus 
parámetros están en una métrica fácilmente comprensible, 
ya que se asemejan a los pesos factoriales con los que los 
investigadores suelen estar familiarizados. 

 
En escenarios más complejos, como comparaciones de 

más de dos elementos, las predicciones de ambos modelos 
pueden diferir. En el caso del TIRT, dichas comparaciones 
se traducen en comparaciones binarias, lo que introduce 
desafíos adicionales, como tratar la dependencia entre 
comparaciones (i.e., la preferencia por el ítem 1 frente al 
ítem 2 no es independiente de la preferencia por el ítem 1 
frente al ítem 3) y la necesidad de imponer restricciones 
de igualdad en los parámetros de los ítems dentro de un 
mismo bloque (i.e., el peso del ítem 1 en un bloque debe 
ser igual en todas las comparaciones binarias que involu-
cren dicho ítem). Por otro lado, el MUPP ofrece flexibili-
dad en la elección del modelo que siguen los ítems del blo-
que (e.g., punto ideal vs. dominancia). Sin embargo, esta 
flexibilidad viene acompañada de mayores desafíos en la 

estimación de los parámetros de los ítems (Zheng et al., 
2024). 

 
El uso de un modelo de TRI permite optimizar la esti-

mación de los niveles de rasgo y además permite obtener 
medidas del error típico de estimación para cada nivel de 
rasgo (i. e., teniendo en cuenta que la precisión puede ser 
distinta en función de los bloques aplicados), así como me-
didas de fiabilidad marginal. Además, los modelos presen-
tados anteriormente permiten el cálculo de los valores es-
perados de los parámetros de bloques a partir de los pará-
metros de ítems Likert. Esto ofrece la posibilidad de anti-
cipar la capacidad informativa de los diferentes bloques 
posibles, con la finalidad de optimizar las pruebas de elec-
ción forzosa para una máxima precisión de cada evaluado 
(Kreitchmann et al., 2019, 2023). 

 
 

Ensamblaje de bloques de elección 
forzosa y formato de respuesta 

 
Aunque los modelos psicométricos de elección forzosa 

permitan capturar los matices en las relaciones entre ras-
gos e ítems, es el diseño del cuestionario lo que garantizará 
que estas relaciones sean efectivamente variadas, de forma 
a reducir la ipsatividad en las puntuaciones estimadas. 
Asimismo, el diseño de los bloques afectará la robustez al 
falseamiento. El desarrollo de una prueba de elección for-
zosa optimizada requiere una serie de pasos: (a) crear un 
extenso banco de ítems calibrado mediante un modelo de 
TRI a partir de una muestra lo suficientemente amplia; (b) 
recopilar valoraciones de deseabilidad social de los ítems 
a través de un grupo de expertos; (c) utilizar un procedi-
miento de emparejamiento óptimo que respete las restric-
ciones impuestas por las diferencias en deseabilidad social 
y, al mismo tiempo, maximice la fiabilidad; y (d) evaluar 
las propiedades psicométricas del test final en una muestra 
empírica. Con respecto al modo en que se conforman los 
bloques, hay ciertos aspectos a considerar: 

 
Restricciones de deseabilidad social. Los ítems de los 

bloques deben emparejarse según su nivel de deseabilidad 
social. El primer paso consiste en obtener valoraciones de 
expertos sobre el grado de deseabilidad social de los enun-
ciados (e.g., 1: altamente indeseable; 5: altamente desea-
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ble) en un contexto específico (i.e., en función de las ca-
racterísticas de un puesto de trabajo que puedan ser más 
deseables). Estas medidas pueden complementarse con 
correlaciones entre las valoraciones promedio de deseabi-
lidad social de los expertos y la correlación entre las res-
puestas reales de los ítems con escalas tradicionales de 
deseabilidad social. En segundo lugar, es aconsejable uti-
lizar medidas de similaridad de la deseabilidad social de 
los ítems del bloque, que tengan en cuenta no sólo la equi-
paración del puntaje medio en deseabilidad social de los 
ítems, sino también el consenso entre los jueces. Pavlov et 
al. (2021) y Pavlov (2024) proporcionan más detalles so-
bre el proceso de igualación en deseabilidad social, propo-
niendo el uso del índice linealmente ponderado de Bren-
nan-Prediger (BPi; e.g., Brennan y Prediger, 1981; Gwet, 
2014) como medida del acuerdo entre ítems en deseabili-
dad social. Este índice es similar al coeficiente kappa pon-
derado, pero la probabilidad esperada de acuerdo por azar 
se calcula asumiendo una distribución uniforme. Pavlov et 
al. (2021) recomiendan emparejar bloques por deseabili-
dad social usando un BPi significativamente mayor a 0.70 
(con un intervalo de confianza del 95%, ya que el valor 
máximo, 1, indica un acuerdo perfecto, 0 indica ausencia 
de acuerdo y los valores negativos indican un desacuerdo 
sistemático). 

 
Inclusión o no de bloques heteropolares (o mixtos). 

En la investigación previa, se distingue entre bloques ho-
mopolares positivos, homopolares negativos y heteropola-
res (mixtos). Los bloques homopolares están compuestos 
por ítems que miden diferentes dimensiones en la misma 
dirección. Por ejemplo, un bloque homopolar positivo po-
dría estar formado por los ítems: "Disfruto socializando 
con grupos grandes de personas" (EX+) y "Soy capaz de 
relajarme bajo presión" (EE+), ambos midiendo su rasgo, 
extraversión y estabilidad emocional, respectivamente, de 
manera directa. Un bloque homopolar negativo estaría for-
mado por ítems inversos (“Evito participar en conversa-
ciones grupales" (EX-) y "Me resulta difícil mantener la 
calma en situaciones estresantes" (EE-). Este tipo de blo-
ques suele facilitar el emparejamiento de ítems, ya que ge-
neralmente presentan una deseabilidad social similar. Los 
bloques heteropolares contendrían ítems que miden sus 
respectivas dimensiones en direcciones opuestas. Un 
ejemplo de bloque heteropolar, midiendo extraversión y 
responsabilidad (RE), sería: "Prefiero evitar conversacio-

nes con personas que no conozco" (EX-) y "Me considero 
alguien con mucha determinación" (RE+). De acuerdo 
con Brown y Maydeu-Olivares (2011), la inclusión de blo-
ques heteropolares es necesaria para identificar con mayor 
precisión la posición absoluta de una persona en el conti-
nuo de rasgos (en la Tabla 1, vimos un ejemplo de uso de 
bloques exclusivamente homopolares). Sin embargo, lo-
grar una deseabilidad social equilibrada en ítems opuestos 
es un reto, ya que los participantes pueden identificar el 
ítem más deseable y sesgar sus respuestas, comprome-
tiendo así la validez de la prueba. Llegados a este punto, 
parecería que nos encontramos en una encrucijada: tener 
que elegir entre una prueba más falseable (con bloques he-
teropolares) o una con puntuaciones más ipsativas (for-
mada exclusivamente de bloques homopolares). Li et al. 
(2024) sugieren que es posible alcanzar un equilibrio entre 
la resistencia al falseamiento y las propiedades psicomé-
tricas, ya que el uso de un 20% de bloques heteropolares 
es suficiente para optimizar la precisión en la medición, 
manteniendo a la vez la resistencia al falseamiento me-
diante una alta coincidencia en la deseabilidad social entre 
los ítems del mismo bloque. Por otro lado, algunos autores 
han mostrado que un emparejamiento óptimo de bloques 
homopolares puede ser suficiente para reducir el problema 
de la ipsatividad, tanto mediante estudios de simulación 
(Kreitchmann et al., 2022; 2023), como con datos empíri-
cos (Graña et al., 2024). En este sentido, resulta clave que 
se escojan ítems que miden las dimensiones en distintas 
magnitudes, que en la práctica puede simplificarse a em-
parejar ítems con mayor diferencia de pesos intra-bloque 
(i.e., emparejar un ítem que pesa alto en una dimensión, 
con otro que pesa bajo en la otra dimensión; y viceversa). 

 
Algoritmos de emparejamiento. El número de bloques 

conformables a partir de un conjunto amplio de ítems es 
muy elevado. Por ejemplo, ensamblar 60 ítems en 30 blo-
ques de 2 deriva, aproximadamente, en 2,92 X 1040 cues-
tionarios posibles (Kreitchmann et al., 2021). Por lo tanto, 
se hace necesario un algoritmo para emparejarlos. Más 
allá de la inclusión o no de bloques heteropolares, es espe-
cialmente relevante el uso de algoritmos que optimicen el 
emparejamiento de bloques. Li et al. (2024) presentan un 
tutorial que explica cómo construir estos cuestionarios y 
evaluar su calidad a través de simulaciones, utilizando el 
paquete de R autoFC (Li et al., 2022).  
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Por su parte, Kreitchmann et al. (2021) adaptaron un 
algoritmo genético NHBSA (algoritmo de muestreo ba-
sado en histogramas de nodos; Tsutsui, 2006) al desafío 
de ensamblar ítems en bloques, proporcionando una im-
plementación accesible a través de Shiny, con el fin de fa-
cilitar el diseño de pruebas de elección forzosa 
(https://psychometricmode-
lling.shinyapps.io/FCoptimization/). Estos procesos de 
ensamblaje también pueden utilizarse para generar bancos 
de bloques óptimos, que dispongan de un número amplio 
de bloques elegibles para cada nivel de rasgo, y que pue-
dan servir de base para test adaptativos informatizados 
(Kreitchmann et al., 2023). 

 
Formato de respuesta y estructura de los bloques. 

Otra decisión por tomar es el tamaño de los bloques; esto 
es, se pueden constituir pares, tripletas o tétradas. El uso 
de tripletas puede reducir la ipsatividad, pero algunos au-
tores señalan que incrementa la carga cognitiva de las per-
sonas evaluadas al requerir más comparaciones por bloque 
(Sass et al., 2020); además el uso de tripletas puede dar 
lugar a modelos más complejos, incluso si se utiliza el 
TIRT, ya que este ignora las correlaciones entre pares en 
la estimación del nivel de rasgo. 

 
Por otro lado, el formato de elección binaria puede dar 

lugar a una disminución de la fiabilidad de las puntuacio-
nes, lo que puede esperarse como consecuencia inherente 
a la naturaleza dicotómica de las respuestas. Como alter-
nativa, Brown y Maydeu-Olivares (2018b) proponen el 
uso de un formato de respuesta graduada, en el que los 
participantes expresan sus preferencias utilizando varias 
categorías. Este formato ya ha mostrado algunos 
resultados prometedores (Zhang et al., 2024), ya que 
combina las ventajas de los bloques de elección forzosa 
(mejor control de la deseabilidad social) y de las escalas 
tipo Likert (mayor número de categorías para diferenciar 
mejor las respuestas). Zhang et al. (2024) ofrecen un 
análisis exhaustivo de este formato, demostrando su 
utilidad en mejorar la precisión y la validez de las pruebas 
en comparación con los formatos tradicionales de elección 
forzosa y de Likert. 

 
Otros factores. Otros factores que influyen en la ipsa-

tividad incluyen las correlaciones entre las dimensiones 
evaluadas y la cantidad de dimensiones que se miden. A 

medida que disminuye el número de dimensiones o au-
mentan las correlaciones positivas entre ellas, la ipsativi-
dad tiende a incrementarse. Esto ocurre porque una menor 
diferenciación entre las dimensiones reduce la capacidad 
de capturar de manera independiente cada rasgo. Por 
ejemplo, en sus estudios de simulación, Bürkner et al. 
(2019) concluyen que, con cinco o menos dimensiones y 
utilizando bloques homopolares, es difícil obtener medi-
ciones precisas. Sin embargo, cuando se miden 30 dimen-
siones, los resultados mejoran significativamente, lo-
grando una buena recuperación de los rasgos evaluados. 
Cabe destacar que estos autores no analizaron casos inter-
medios, es decir, aquellos con entre 6 y 29 dimensiones, 
lo que deja abierta la posibilidad de estudios adicionales 
para explorar el comportamiento en ese rango. 

 
Calibración de los modelos 
 
La calibración de estos modelos puede ser más o me-

nos compleja, en función del diseño y modelos elegidos. 
Si se utiliza el TIRT, con un diseño de tripletas, deben ele-
girse algunas restricciones para la identificación del mo-
delo. De acuerdo, con Jansen y Schulze (2024) estas res-
tricciones pueden ser problemáticas a la hora de recuperar 
los parámetros. En cuanto al software, Brown y Maydeu-
Olivares (2012) proporcionan una macro en Excel 
(http://annabrown.name/software) que, una vez introdu-
cida la información básica sobre el diseño de bloques, ge-
nera una sintaxis de Mplus (Muthén y Muthén, 2018). 
Igualmente, puede utilizarse el paquete lavaan (Rosseel, 
2012), puesto que el TIRT puede entenderse como un mo-
delo de ecuaciones estructurales para variables categóricas 
(estimable, por ejemplo, con el método Mínimos Cuadra-
dos Ponderados Robustos [WLSMV], sobre las correla-
ciones policóricas). 

 
Algunos autores han encontrado problemas en estas 

aproximaciones, principalmente las bajas tasas de conver-
gencia de los modelos, el coste computacional y una cierta 
dependencia de los valores fijados, lo que se considera 
problemático (ver Bürkner et al., 2019). Otra aproxima-
ción posible es el uso del algoritmo de Monte Carlo basa-
dos en cadenas de Markov (MCMC), aunque con el pro-
blema asociado del alto coste computacional. Nie et al. 
(2024) proporcionan una tabla de resumen de distintas 
aproximaciones para la calibración. Otra posibilidad con-
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siste en utilizar un procedimiento en dos fases. En primer 
lugar, se precalibran las respuestas a los ítems Likert; estas 
estimaciones se integran posteriormente en la estructura 
del modelo, dándolos como fijos. Esa aproximación 
asume invarianza de los parámetros, lo que puede no ser 
correcto. No obstante, algunos estudios han mostrado ni-
veles de invarianza elevados (ver Morillo et al., 2019). 

 
 

Estimación del nivel de rasgo y de la 
fiabilidad de la prueba 

 
Para estimar los niveles de rasgos latentes se pueden 

emplear los métodos de máxima verosimilitud (MLE), a 
posteriori máximo (MAP) y a posteriori esperado (EAP). 
En pruebas con un alto número de dimensiones, es reco-
mendable optar por MAP o MLE, ya que el costo compu-
tacional de EAP aumenta significativamente. Esto se debe 
a que el número de puntos de cuadratura necesarios crece 
exponencialmente con el número de dimensiones (e.g., 
con 25 puntos de cuadratura por dimensión [D], el total de 
puntos de cuadratura asciende a 25D). 

 
Invarianza de los parámetros 

 
La comprobación de la invarianza en los parámetros de 

los ítems al ensamblarse en bloques es esencial para lograr 
un ensamblaje exitoso y hacer viable la creación de prue-
bas de elección forzosa on-the-fly en contextos de selec-
ción de personal. En este caso, hablamos de un proceso de 
ensamblaje en tiempo real, permitiendo seleccionar diná-
micamente el bloque más adecuado para cada evaluado se-
gún sus respuestas anteriores. Este proceso de ensamblaje 
en tiempo real optimizaría tanto la precisión como la efi-
ciencia del cuestionario. 

 
La invarianza es importante porque asegura que las 

propiedades psicométricas de los bloques sean consisten-
tes y no dependan de las combinaciones específicas de 
ítems en las que se presentan. Este aspecto puede anali-
zarse mediante estrategias tradicionales de funciona-
miento diferencial de los ítems, utilizando modelos de 
TRI. Por ejemplo, Morillo et al. (2019) emplean test de 
razón de verosimilitudes, comparando un modelo restrin-
gido (donde todos los parámetros son idénticos entre las 

versiones Likert y de elección forzosa) con modelos en los 
que un parámetro particular varía entre versiones. Lin y 
Brown (2017), por su parte, estiman los parámetros de los 
ítems en bloques de tres y los comparan con los obtenidos 
en bloques de cuatro, tras realizar una equiparación de pa-
rámetros para asegurar su comparabilidad. Estos estudios 
encontraron cierto grado de invarianza en bloques binarios 
(Morillo et al., 2019), aunque también evidencian que los 
parámetros pueden variar en función del contexto de los 
bloques (Lin y Brown, 2017). La invarianza tiende a ser 
más estable para los parámetros de discriminación que 
para los de umbral (Lin y Brown, 2017). Estos resultados 
sugieren que el problema puede mitigarse mediante un di-
seño cuidadoso de los bloques, evitando combinaciones de 
ítems que puedan inducir comparaciones no deseadas. Es 
esperable que el problema del contexto sea mayor para 
bloques no binarios. En cualquier caso, una solución sería 
implementar correcciones a través de modelos TRI que 
consideren las variaciones de parámetros derivadas del 
contexto.  

 
 

Pasos para la construcción de pruebas 
de elección forzosa 

 
A partir de los aspectos relevantes definidos anterior-

mente, podemos plantear una serie de pasos recomenda-
dos a seguir a la hora de construir una prueba de elección 
forzosa.  

 
Construcción y calibración del banco de ítems. Con 

la finalidad de poder posteriormente diseñar la prueba de 
elección forzosa en base a sus propiedades psicométricas, 
se recomienda partir de un banco de ítems administrados 
individualmente en formato de respuesta graduada (grado 
de acuerdo) sobre una muestra en la que se minimicen ses-
gos como la deseabilidad social. A través de valoraciones 
de expertos, se obtiene información acerca de la deseabi-
lidad social de los ítems para el contexto en el que se busca 
utilizar la prueba, que servirá para equiparar la deseabili-
dad de los ítems que formarán parte de un mismo bloque. 

 
Definición de especificaciones de la prueba. Respe-

tando las limitaciones del banco de ítems, se determina el 
número de bloques deseado, la representatividad de las di-
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mensiones en ellos, y las restricciones de deseabilidad so-
cial. La elección del modelo depende del tipo de ítems (do-
minancia o punto ideal) y del formato de respuesta (pares 
o tríadas). Por ejemplo, el modelo TIRT admite bloques 
con más de dos ítems, mientras que el MUPP-2PL se li-
mita a pares, por otro lado, el MUPP permite la utilización 
de ítems de punto ideal, mientras el TIRT se limita a ítems 
de dominancia. 

 
Ensamblaje de la prueba. Para el ensamblaje óptimo 

de un test, cabe utilizar la información acerca de las pro-
piedades psicométricas de los ítems en la calibración del 
banco para predecir las propiedades psicométricas (discri-
minación, umbral, información) de los bloques construi-
dos. Así, es posible generar una prueba que maximice la 
fiabilidad de las puntuaciones, a la vez que cumple con 
restricciones de deseabilidad social y de contenido de los 
bloques definidas en la fase de especificación. En esta 
fase, cabe considerar también la posibilidad de la aplica-
ción adaptativa de la prueba, de forma que sea posible ad-
ministrar a cada evaluado aquellos bloques que permitan 
estimar su puntuación con la mayor precisión. El ensam-
blaje de los bloques en una administración adaptativa 
puede hacerse en directo (on-the-fly), considerando todas 
las posibles combinaciones de ítems que cumplan con cri-
terios de equiparación en deseabilidad social. 

 
Administración y calibración de la prueba. Los datos 

recogidos de las respuestas de elección forzosa deben uti-
lizarse para calibrar los parámetros en este formato, bus-
cando identificar posibles dependencias contextuales de 
los ítems. Por ejemplo, la discriminación o el parámetro 
de umbral de un ítem puede variar según con qué ítem éste 
se empareje. 

 
Cálculo de puntuaciones y evaluación de la calidad 

métrica. Con los datos de la prueba, se estiman las pun-
tuaciones de los sujetos, evaluando su fiabilidad, así como 
el ajuste del modelo y la invarianza de los parámetros. En 
pruebas adaptativas, la invarianza es crucial para garanti-
zar que las puntuaciones estimadas se basen en parámetros 
consistentes. 
 
 
 
 

Ilustración empírica 
 
Con la finalidad de ilustrar los principales pasos en la 

construcción de una prueba de elección forzosa, se inclu-
yen datos de ejemplos y códigos de R a través de 
https://osf.io/a5tsg/?view_only=2b1a4c6747b8437592c0
050c5e5dad35. Asimismo, se incluye un tutorial comen-
tado sobre cada apartado del código, con resultados e in-
terpretaciones. 

 
En el ejemplo, se parte de una selección de los datos 

del IPIP-NEO recogidos por Johnson (2014). El conjunto 
original de datos incluye 300 ítems del IPIP-NEO y 
307313 participantes (https://osf.io/tbmh5). En nuestro 
caso, se seleccionaron los datos de una muestra aleatoria 
de 1000 participantes sin valores perdidos, recogidos en 
Estados Unidos y de entre 19 y 24 años. Se seleccionaron 
los 20 ítems que más claramente pesaban en su dimensión 
teórica (de acuerdo con el análisis factorial en una muestra 
aleatoria distinta, de 30000 participantes). Los datos de 
deseabilidad social de los ítems del IPIP-NEO se han to-
mado del trabajo de Hughes et al. (2021; 
https://osf.io/8gfxs/).  

 
Así, se ha logrado un banco de 100 ítems midiendo los 

Cinco Grandes (EE: estabilidad emocional, EX: extraver-
sión; AP: apertura a la experiencia; AF: afabilidad; RE: 
responsabilidad), con pesos factoriales con media de 0.66 
y desviación típica de 0.11, ajuste próximo a lo aceptable 
(RMSEA = 0.062; CFI = 0.891), y alta fiabilidad de las 
puntuaciones en todas las dimensiones, entre 0.90 para 
apertura y 0.95 para extroversión.  

 
A partir del banco, se ha construido una prueba de 40 

bloques binarios utilizando el modelo MUPP y el algo-
ritmo de ensamblaje disponible en https://psychometric-
modelling.shinyapps.io/blockAssemblySD/. A través de 
un estudio simulación se encuentra una fiabilidad empírica 
esperada media-alta con el cuestionario generado (EE: 
0.81; EX: 0.83; AP: 0.74; AF: 0.71; RE: 0.78). Se ilustra 
también la utilización de un test adaptativo on-the-fly, con 
el que se obtienen fiabilidades mayores que para un test de 
elección forzosa fijo (EE: 0.84; EX: 0.86; AP: 0.75; AF: 
0.74; y RE: 0.81), y especialmente mejores estimaciones 
para niveles de rasgo más alejados del promedio (Figura 
4). 
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Por último, en la ilustración, con datos simulados, se 
observa el cumplimiento de la invarianza de los paráme-
tros, ya que los parámetros de discriminación (a) y umbral 
(d) estimados con los datos de respuestas de elección for-
zosa se aproximan a su valor esperado a partir de la gene-
ralización de los parámetros de los ítems bajo el modelo 
MUPP-2PL (Figura 5). 

Discusión 
 
Los modelos recientes de TRI para elección forzosa, 

como el TIRT y el MUPP, han mejorado la precisión en la 
estimación de los rasgos evaluados. Además, estos mode-
los permiten el ensamblaje óptimo de pruebas mediante 

Figura 4  
 
Promedio del RMSE (raíz del error cuadrático medio) para cada nivel de rasgo (valor promedio a través de los rasgos) y 
para cada tipo de test (fijo óptimo o adaptativo on-the-fly) 

 

 

Figura 5 
 
Comparación de parámetros esperados y obtenidos en los bloques 
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algoritmos de emparejamiento de ítems, en los que se con-
trola la similitud en deseabilidad social de los ítems empa-
rejados, al tiempo que se maximiza la fiabilidad de la 
prueba completa. Nuestra perspectiva es que, si bien el uso 
de bloques homopolares y heteropolares puede reducir 
considerablemente la ipsatividad de las puntuaciones, la 
implementación de algoritmos de optimización podría al-
canzar el mismo objetivo empleando únicamente bloques 
homopolares, más robustos a la deseabilidad social. Ade-
más, el uso de la TRI ofrece una ventaja adicional: facilita 
la construcción de test adaptativos informatizados y la im-
plementación de pruebas adaptativas on-the-fly, que ajus-
tan la prueba en tiempo real y de forma dinámica para cada 
evaluado, maximizando la precisión de las puntuaciones. 
Sin embargo, el beneficio de estos sistemas avanzados de-
pende en gran medida de la disponibilidad de un banco de 
ítems amplio (e.g., con variabilidad en los parámetros de 
los ítems) y de consideraciones sobre el costo computacio-
nal, que puede incrementarse considerablemente en ban-
cos de gran tamaño. Paralelamente, el emparejamiento 
adecuado de ítems sigue siendo un aspecto crítico para su 
efectividad. La construcción de estas pruebas es más exi-
gente, tanto por las consideraciones técnicas mencionadas 
como por el hecho de que, en formatos de bloques de op-
ción binaria, la información por unidad tiende a ser menor, 
lo cual suele requerir pruebas de mayor longitud. Final-
mente, el éxito del ensamblaje y la construcción de prue-
bas adaptativas on-the-fly dependerá también del supuesto 
de invarianza de parámetros en distintos contextos de apli-
cación, un aspecto que aún requiere mayor exploración en 
futuras investigaciones.  

 
En este artículo, además de discutir los diferentes as-

pectos relevantes en la evaluación con pruebas de elección 
forzosa, se presentan recomendaciones de los pasos a se-
guir que han mostrado ser eficaces para la construcción de 
pruebas de elección forzosa de personalidad (Graña et al., 
2024). Además, a través de la accesibilidad de código 
abierto en R, se busca facilitar a que profesionales aplica-
dos puedan seguir con facilidad estas recomendaciones 
para así construir pruebas robustas a los sesgos de respues-
tas, con máxima fiabilidad y validez). 
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Resumen 
 
En Psicología, entender cómo los fenómenos se influyen 
unos a otros y se desarrollan a lo largo del tiempo es clave 
para comprender sus causas, consecuencias y mecanismos 
subyacentes. En este artículo, presentamos una revisión de 
los aspectos fundamentales para investigar procesos de 
cambio longitudinal. Comenzamos explorando los tipos 

de preguntas que guían este tipo de investigaciones, 
diferenciando entre el interés por los resultados finales de 
un proceso (e.g., ¿se reducen los síntomas tras la terapia?), 
el propio desarrollo del fenómeno (¿cómo evolucionan las 
capacidades cognitivas durante la infancia?), las 
diferencias entre individuos (¿por qué algunas personas 
aprenden más rápido que otras?) y los procesos 
individuales de cambio (¿cómo fluctúa el afecto de un 
individuo a lo largo del tiempo?). Posteriormente, 
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abordamos la naturaleza dinámica de los fenómenos y sus 
posibles patrones de cambio, como trayectorias de 
crecimiento o fluctuaciones en torno a un equilibrio. 
También discutimos los diseños de investigación 
adecuados para capturar estas dinámicas. Finalmente, 
repasamos los principales modelos estadísticos 
disponibles para estudiar el funcionamiento y desarrollo 
de estos procesos. Esperamos que esta revisión y las 
referencias a la literatura proporcionadas sean de utilidad 
para investigadores interesados en el estudio de procesos 
de cambio. 

Palabras clave: investigación longitudinal; cambio; 
medidas repetidas. 

 

Abstract 
 
In psychology, understanding how phenomena influence 
one another and develop over time is key for grasping their 
causes, consequences, and underlying mechanisms. In this 
article, we present a review of the fundamental aspects in-
volved in investigating longitudinal processes of change. 
We begin by exploring the types of questions that guide 
such investigations, distinguishing between interest in the 
outcomes of a process (e.g., do symptoms decrease after 
therapy?), the development of the phenomenon itself (how 
do cognitive abilities evolve during childhood?), differ-
ences between individuals (why do some people learn 
faster than others?), and individual processes of change 
(how does an individual's affect fluctuate over time?). We 
then address the dynamic nature of phenomena and their 
potential patterns of change, such as growth trajectories or 
fluctuations around a stable equilibrium. We also discuss 
research designs appropriate for capturing these dynamics. 
Finally, we review the main statistical models available to 
study the functioning and development of these processes. 
We hope that this review and the references to the litera-
ture provided will be useful for researchers interested in 
studying processes of change. 

Keywords: longitudinal research; Change; Repeated 
measures. 

 

En numerosos ámbitos relacionados con la Psicología, 
la Educación, la Medicina, y otras Ciencias Sociales y de 
la Salud existe un gran interés por estudiar el cambio. De 
hecho, cuando realizamos cualquier acción sobre nuestro 
entorno, incluyendo una intervención psicológica, 
educativa o sanitaria, generalmente esperamos provocar 
algún cambio (o detener uno que ya se está produciendo). 
Por lo tanto, evaluar el cambio resulta fundamental para 
responder a preguntas de investigación de todo tipo. En 
este trabajo hacemos una breve revisión de métodos 
disponibles para evaluar el cambio, centrándonos en 
preguntas habituales en investigación en Psicología. 

 
 

Tipos de preguntas en investigación 
longitudinal 

 
Por pregunta de investigación longitudinal nos referi-

mos a aquella que implica algún aspecto relacionado con 
el cambio y que, por tanto, para ser contestada, requiere al 
menos dos mediciones de la misma variable en puntos 
temporales distintos, generalmente tomadas en los mismos 
participantes. A continuación, nos detenemos en tres as-
pectos clave relativos a las preguntas longitudinales. 
 

 
Sobre el resultado vs. sobre el proceso 

 
Un ejemplo de pregunta centrada en el resultado sería 

¿cuál de estos dos programas de entrenamiento genera un 
mayor aprendizaje? En cambio, una pregunta centrada en 
el proceso sería ¿cómo ha ido cambiando el conocimiento 
de los participantes a lo largo de las semanas que duró el 
programa? (Estrada et al., 2020). 

 
Para responder a preguntas centradas en el resultado 

suelen ser suficientes pocas medidas repetidas: como mí-
nimo una antes del inicio del programa (pre), y otra al final 
(post). En algunos contextos es habitual incluir también 
medidas de seguimiento, por ejemplo, a los 6 o 12 meses 
tras finalizar el programa. En cambio, para responder a 
preguntas sobre procesos sería necesario en este ejemplo 
contar con medidas repetidas durante el programa de en-
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trenamiento (e.g., una medida semanal o al terminar cada 
sesión). 

 
 

Sobre el grupo vs. sobre el individuo 
 
Las preguntas sobre el grupo implican examinar el 

cambio conjunto de un grupo de casos. Para contestarlas 
es necesario calcular valores muestrales—que se pueden 
usar como estimadores de los parámetros poblacionales 
correspondientes. Por ejemplo, la media en cada medida 
repetida (¿la media de síntomas de ansiedad es menor al 
final de la intervención que a la mitad?), o la varianza (¿se 
observa la misma variabilidad en las diferencias pre-post 
en el grupo tratado y el control?). 

 
Las preguntas sobre el individuo implican examinar el 

cambio de un caso particular, que puede formar parte de 
una muestra o ser el único para el que existe información 
(en escenarios con n = 1). Si los únicos datos disponibles 
son dos medidas pre-post para un caso, es necesario contar 
con información adicional para valorar el cambio obser-
vado. Por ejemplo, la diferencia individual estandarizada 
(Standardized Individual Difference, SID) compara la di-
ferencia D = Xpost - Xpre observada para el caso i con la 
desviación típica de las diferencias del grupo de referencia 
para ese caso, SIDi = Di / Sd(D). Por otro lado, el índice de 
cambio fiable (reliable change index, RCI), compara el 
cambio con el error típico de medida del instrumento em-
pleado, RCIi = Di / Err.Tip. Con ello, se intenta decidir si 
el cambio es demasiado grande como para considerarse 
solo una fluctuación debida errores en la medición. Des-
pués, para ambos estadísticos se establecen puntos de 
corte basados en la distribución de las puntuaciones para 
decidir cuándo un valor de SIDi o RCIi implican un cambio 
fiable (Ferrer y Pardo, 2019). En caso de trabajar con 
n = 1, tanto Sd(D) como Err.Tip se pueden obtener de fuen-
tes de información externas, como por ejemplo el manual 
del test que se ha utilizado para medir, o estudios previos 
realizados con muestras provenientes de la misma pobla-
ción que el caso bajo estudio. Si se trabaja con una muestra 
y se quieren tomar decisiones sobre casos particulares que 
la componen, es posible calcular Sd(D) y Err.Tip a partir de 
las propias puntuaciones de la muestra. 

 

Por otro lado, si existen varias medidas repetidas para 
un caso, es posible realizar otros análisis, como por ejem-
plo valorar: (a) si el cambio en la variable sigue una deter-
minada tendencia (no cambia, es creciente, decreciente, li-
neal, curvilíneo, cíclico, etc.), (b) si existe un nivel estable 
al que el caso tiende (i.e., puntos de equilibrio), y cuál es 
dicho nivel para cada caso, (c) si, en general, el caso mues-
tra mayor o menor discrepancia en torno a su nivel espe-
rado en cada momento (i.e., más o menos variabilidad in-
tra-individual, ver siguiente sección). La aparición de dis-
positivos que permiten registrar comportamientos y esta-
dos psicológicos muchas veces al día de forma poco intru-
siva ha facilitado la recolección de este tipo de datos, en 
los que existen muchas medidas repetidas para cada per-
sona (ver sección sobre trayectorias estables, más ade-
lante).  

 
 

Sobre diferencias intra-indivividuales 
vs. inter-individuales 

 
Al elegir un modelo estadístico para caracterizar el 

cambio, suele ser interesante incluir parámetros que per-
mitan capturar uno o ambos tipos de diferencias. Matemá-
ticamente, tanto las diferencias entre sujetos como los 
cambios en cada sujeto a lo largo del tiempo se estiman 
mediante varianzas. 

 
Las diferencias interindividuales son aquellas que se 

observan entre distintos casos, e.g.: ¿distintos estudiantes 
muestran distintas velocidades de aprendizaje?, ¿existen 
diferencias estables en el estado de ánimo de los partici-
pantes (i.e., hay un componente de rasgo en las puntuacio-
nes observadas)? ¿cómo de homogéneo era el nivel de 
comprensión lectora de los participantes al iniciar el estu-
dio? Por el contrario, las diferencias intraindividuales son 
aquellas que se observan entre las distintas medidas repe-
tidas de los mismos casos. Por ejemplo, si evaluamos el 
estado afectivo de una persona durante dos semanas, po-
dríamos preguntarnos si su afecto negativo es relativa-
mente estable, o por el contrario se observan grandes alti-
bajos (o bien qué participantes son más inestables). 

 
Existen modelos estadísticos, como por ejemplo el 

Random-Intercept Cross-Lagged Panel Model (RI-



 
 

 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 73–86. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43402 

 
76 

CLPM, Mulder y Hamaker, 2021) que están diseñados es-
pecíficamente para identificar qué parte de la variabilidad 
observada en las medidas repetidas de una muestra se debe 
a varianza interindividual (diferencias estables entre ca-
sos), y qué parte se debe a varianza intraindividual (fluc-
tuaciones de los casos en torno a su media). 

 
Esta distinción es muy importante no solo desde el 

punto de vista de las varianzas, sino también respecto a las 
covarianzas (o correlaciones) entre variables. Numerosos 
trabajos han mostrado que dos variables que estén corre-
lacionadas cuando ambas se han medido una vez en dis-
tintos casos no necesariamente estarán correlacionadas si 
se miden repetidamente en un mismo caso. Esta es una im-
plicación muy importante derivada de que los procesos 
psicológicos y sociales no suelen ser ergódicos (Hunter et 
al., 2024). 

 
 

Tipos de trayectorias longitudinales y 
diseños de investigación relacionados 

 
Las características del fenómeno bajo estudio determi-

nan qué preguntas tiene sentido plantear, cómo se debe di-
señar la recogida de datos, y qué herramientas estadísticas 
permiten contestar las preguntas. Se pueden distinguir dos 

grandes tipos de fenómenos longitudinales: los que siguen 
trayectorias de desarrollo, en las que existe un creci-
miento o decrecimiento del fenómeno de interés, y los que 
siguen trayectorias estables en las que el nivel esperado 
no cambia a lo largo del tiempo, aunque se observan fluc-
tuaciones en torno a ese nivel. La Figura 1 muestra un 
ejemplo de trayectorias de cada tipo. 
 

Ejemplos típicos de trayectorias de desarrollo son el 
incremento de la capacidad lectora durante la infancia y 
adolescencia, o el declive de la memoria durante la vejez. 
Puesto que los procesos de desarrollo psicológico suelen 
ocurrir durante periodos largos, es habitual que sean nece-
sarios varios años para estudiarlos. Por ejemplo, obtener 
las trayectorias de capacidad lectora mostradas en el panel 
izquierdo de la Figura 1 requiere seguir a los mismos par-
ticipantes (i.e., la misma cohorte) durante al menos 7 años. 
Este tipo de estudios se suele denominar «de cohorte». 
También es posible comparar el cambio entre varias 
cohortes distintas (e.g., provenientes de distintos países o 
distintos centros de investigación, o de un mismo país, 
pero nacidas en generaciones distintas). Debido a la difi-
cultad que entraña mantener un estudio durante tantos 
años, se han propuesto algunas interesantes alternativas 
como los diseños longitudinales acelerados, o diseños de 
secuencias de cohorte (accelerated longitudinal designs, 
cohort-sequential designs; Bell, 1953; Estrada y Ferrer, 

Figura 1 
 
Ejemplo de trayectorias de desarrollo (izquierda) y estables (derecha) para varios casos de una muestra. La línea gruesa 
indica la media grupal en cada medida repetida 
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2019). En estos diseños se incluyen cohortes de distintas 
edades, y cada una se sigue durante una fracción del rango 
de edad de interés. Después, se agrega la información lon-
gitudinal y transversal. 

 
En contraste, en las trayectorias estables no se esperan 

grandes cambios en el nivel medio a lo largo del periodo 
analizado. Aquí, el interés suele estar en las fluctuaciones 
mostradas por los casos en torno a dicho nivel esperado en 
cada momento. Algunos ejemplos son: el afecto negativo 
observado en una o más personas a lo largo de varios días 
(panel derecho de la Figura 1), la velocidad de procesa-
miento a lo largo de varios ensayos en una tarea de labo-
ratorio, o el dolor percibido por pacientes crónicos a lo 
largo de varios días. En estos casos, la duración del estudio 
es mucho menor (e.g., siete días), y se toman medidas con 
una frecuencia muy superior (e.g., uno o más al día). Los 
avances tecnológicos permiten recoger numerosas medi-
das repetidas cada día mediante los dispositivos móviles 
de los participantes (e.g., Mestdagh et al., 2023). Estas in-
vestigaciones se realizan mediante métodos de muestreo 
de experiencias (Experience Sampling Methods, ESM; 
Fritz et al., 2024), que suelen incluir cuestionarios senci-
llos que los participantes responden varias veces al día. El 
término ESM se suele utilizar cuando se pregunta a los 
participantes sobre sus sensaciones internas en ese mo-
mento (e.g., emociones, afecto, activación, dolor, etc.). 

 
Existen otros términos relacionados con ESM, aunque 

no exactamente equivalentes. Cuando el interés está en va-
riables de tipo biomédico (e.g., actividad física, tasa car-
díaca, conductancia de la piel, etc.), se le suele llamar eva-
luación ambulatoria (ambulatory assessment). En con-
traste, cuando el énfasis está en otros datos relativos al me-
dio en el que se encuentra la persona (e.g., geolocaliza-
ción, climatología, o eventos relevantes que puedan des-
encadenar una conducta de interés), se le suele denominar 
evaluación ecológica momentánea (Ecological Momen-
tary Assessment). Los datos obtenidos mediante estas téc-
nicas se suelen denominar datos longitudinales intensivos 
(Intensive Longitudinal Data) para hacer referencia a la 
gran cantidad de medidas repetidas que proporciona cada 
caso, ya exista información para uno o más casos. 

 
No obstante, también existen variables con trayectorias 

estables cuyo estudio se prolonga a lo largo de varios años, 

y que no fluctúan tanto como para requerir más de una o 
dos medidas por año. Algunos ejemplos pueden ser los 
rasgos de personalidad, la autoeficacia o la satisfacción 
con el trabajo. En estos estudios (que se suelen llamar «de 
panel») también se sigue a un mismo grupo de personas 
durante periodos relativamente largos de tiempo. Una di-
ferencia entre estos datos y los intensivos es que los datos 
de panel suelen tener muchos más participantes (e.g., 100) 
y muchas menos medidas repetidas (e.g., cinco).  

 
Otro aspecto importante a tener en cuenta es que cier-

tos fenómenos presentan componentes cíclicos en sus tra-
yectorias. Esto significa que el cambio se produce de ma-
nera periódica. Es decir, se repite a intervalos regulares de 
tiempo (Ernst et al., 2024). Algunos ejemplos pueden ser 
el nivel de activación o energía a lo largo de 24h (muchas 
personas se sienten más activas por la mañana que por la 
tarde), o la motivación de los estudiantes a lo largo del 
curso académico (mayor al inicio del semestre, con un pro-
gresivo descenso después). 

 
 

Una clasificación de modelos  
longitudinales 

 
 
Probablemente la primera distinción que debe valo-

rarse a la hora de elegir un modelo es si, para abordar la 
pregunta de interés, es necesario un modelo longitudinal 
dinámico o estático. 

 
Modelos estáticos vs. dinámicos 

 
Un modelo longitudinal estático expresa el estado de 

una o más variables en un momento concreto, y general-
mente lo pone en función del tiempo. Un ejemplo sencillo 
es el llamado modelo de curva de crecimiento (growth 
curve model): 

 
𝑌",$ = 𝛽% + 𝛽& · 𝑡 + 𝜖",$,   [1] 
 
donde Yi,t es el nivel en la variable Y del individuo i 

observado en el momento t. Por ejemplo, Y podría ser el 
nivel de comprensión lectora mostrado por los participan-
tes, mientras que t podría ser la edad, medida en meses. 
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Dicho nivel se expresa como una función lineal del tiempo 
en la que β0 y son β1 la intersección y la pendiente, respec-
tivamente, mientras que εti,t es el error de predicción para 
ese caso en ese momento. A menudo, se permite que la 
intersección y la pendiente sean variables aleatorias, por 
lo que se añade un subíndice i a estos dos términos para 
expresar diferencias entre individuos en comprensión lec-
tora cuando t = 0 meses (intersección β0) y en la tasa de 
cambio por cada incremento de tiempo de una unidad, que 
en este ejemplo sería un mes (pendiente β1). En este mo-
delo, la edad, t, sirve como predictor de la variable com-
prensión lectora, Y. Si se conoce la edad en meses, se 
puede conocer el estado del sistema (es decir, el nivel de 
la variable dependiente). Esto es diferente en un modelo 
dinámico, en el que el punto temporal t puede ser necesa-
rio, pero no suficiente, para determinar el estado del sis-
tema (Voelkle et al., 2018). 

 
Paradójicamente, aunque este modelo se denomine 

curva de crecimiento, su formulación habitual solo per-
mite describir el cambio como una función lineal. Es decir, 
no permite caracterizar trayectorias curvilíneas a lo largo 
del tiempo. Una forma de hacerlo es añadir un término 
cuadrático a la ecuación y convertirla en un polinomio:  

 

𝑌",$ = 𝛽% + 𝛽& · 𝑡 + 𝛽! · 𝑡! + 𝜖",$,  [2] 
 
Otra posibilidad es elegir otra función para expresar la 

relación entre la comprensión lectora, Y, y la edad, t, como 
por ejemplo una función exponencial del tipo:  

 
𝑌",$ = 𝛽' − (𝛽' − 𝛽%) · 𝑒(·$ + 𝜖",$,   [3] 
 
En la expresión anterior, β0 es el nivel de Y cuando 

t = 0, mientras que βA es la asíntota en Y, o el nivel hacia 
el cual la trayectoria tiende (o del cual se aleja) a medida 
que avanza el tiempo. La letra e representa la constante de 
Euler, y el coeficiente φ representa la tasa a la que la dife-
rencia entre β0 y βA se reduce (o amplía, dependiendo del 
signo de φ) por cada cambio de una unidad en el tiempo t 
(para más detalles, ver Cáncer et al., 2021). Ambas ecua-
ciones, cuadrática y exponencial, tienen tres parámetros 
cada una. Sin embargo, si el objetivo es simplemente ca-
racterizar una trayectoria curvilínea de crecimiento o de-
crecimiento, creemos preferible utilizar una ecuación ex-
ponencial ya que sus parámetros se pueden interpretar con 
mayor facilidad en términos del fenómeno bajo estudio 
(ver Figura 2). 
 

Figura 2 
 
Datos de desarrollo modelados mediante una trayectoria lineal (izda.), cuadrática (centro) y exponencial (dcha.) 
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En cambio, un modelo longitudinal dinámico es aquel 
que pone el cambio observado en las variables, para un 
intervalo de tiempo determinado, en función del nivel al-
canzado en las propias variables. Dicho de otra forma, los 
cambios en el sistema son una función del pasado de dicho 
sistema (Voelkle et al., 2018). Un ejemplo sencillo es un 
modelo autorregresivo de orden 1 (AR-1):  

 
𝑌$ = 𝜙 · 𝑌$*& + 𝜖$,    [4] 
 
donde Yt es el nivel de la variable Y en el tiempo t. Por 

ejemplo, Y podría ser el nivel de ansiedad manifestado por 
el participante, mientras que t podía ser el día en el que se 
preguntó, donde t = 0 corresponde a la primera medida, 
recogida el mismo día para todos los casos. φ es el coefi-
ciente autorregresivo que pone en relación la ansiedad un 
día, Yt, con el nivel de ansiedad del día anterior (t-1), y εt 
es el error de predicción en el momento t. Nótese que en 
la ecuación anterior se define el nivel, no el cambio, en la 
variable Y para el momento t. Sin embargo, dicho nivel 
puede expresarse como el cambio ocurrido desde t-1 hasta 
t (este cambio se expresa como ΔYt), y la ecuación ante-
rior puede expresarse como:  

 
∆𝑌$ = (𝜙 − 1) · 𝑌$*& + 𝜖$. 
 
Un modelo longitudinal dinámico puede combinar 

componentes estáticos y dinámicos para describir el cam-
bio. Estos modelos tienen varias características interesan-
tes. La primera es que no es necesario tener una idea clara 
sobre cuál es la relación funcional entre el tiempo y la va-
riable de interés. Puesto que el modelo especifica el meca-
nismo del cambio, y no necesariamente la forma de este, 
una misma ecuación o modelo puede describir trayectorias 
crecientes, decrecientes, estables, con cambio acelerado o 
decelerado, como resultado de los distintos conjuntos de 
valores que tomen sus parámetros (e.g., Cáncer et al., 
2021). Otra característica interesante es que, si el modelo 
describe el cambio en más de una variable a la vez, se pue-
den incluir e interpretar no solo parámetros autorregresi-
vos, sino también efectos dinámicos cruzados que captu-
ran el efecto del nivel de cada variable sobre el cambio en 
la otra. Un ejemplo sencillo de esto es un modelo de vector 
autorregresivo de orden 1 (VAR-1), como el que se mues-
tra en la siguiente ecuación matricial: 

 

1𝑌$𝑋$
3 = 1𝜙&& 𝜙&!

𝜙!& 𝜙!!
3 · 1𝑌$*&𝑋$*&

3 + 4
𝜖+,$
𝜖,,$5,   [5] 

 
que se puede reexpresar como las siguientes dos ecua-

ciones lineales: 
 
𝑌$ = 𝜙&& · 𝑌$*& + 𝜙&! · 𝑋$*& + 𝜖+,$,  
𝑋$ = 𝜙!! · 𝑋$*& + 𝜙!& · 𝑌$*& + 𝜖,,$,   [6] 
 
Este modelo VAR-1 constituye la extensión a dos va-

riables, X e Y, del modelo AR-1 presentado anteriormente. 
Se llama VAR a cualquier modelo de este tipo que incluya 
2 o más variables. Estos modelos están estrechamente em-
parentados con los modelos de redes psicométricas (Bors-
boom et al., 2021; Epskamp, 2020). 

 
En la Ecuación 6, Y podría representar la ansiedad, 

mientras que X podría representar el cansancio. Ahora no 
existe un solo parámetro autorregresivo, sino cuatro. En el 
tiempo t (un determinado día), el nivel en cada variable es, 
en parte, función del nivel en ella misma en t-1. Estos efec-
tos autorregresivos o auto efectos están capturados por los 
coeficientes φ11 (para Y o ansiedad), y φ22 (para X o can-
sancio). Pero, además, el nivel de cada variable también se 
pone en función del nivel previo de la otra variable, me-
diante los parámetros φ12 (efecto de X sobre Y) y φ21 
(efecto de Y sobre X). Estos son los llamados pesos o efec-
tos cruzados (cross-loadings). Su inclusión permite des-
cribir cómo es la relación dinámica entre las dos variables: 
¿ambas se influyen mutuamente? ¿hay un peso cruzado 
que sea claramente mayor que el otro? ¿los dos procesos 
siguen dinámicas independientes? 

 
Modelos en tiempo discreto vs. en 
tiempo continuo 

 
Un modelo en tiempo discreto (DT) es aquel que con-

templa el paso del tiempo en incrementos que tienen siem-
pre la misma amplitud. Por ejemplo, los modelos dinámi-
cos descritos en el apartado anterior están basados en di-
ferencias de tiempo constantes entre una medición y la si-
guiente. Es decir, independientemente de la unidad de me-
dida usada para el tiempo (segundos, días, semanas o 
años), y del tiempo en el que se haga una determinada ob-
servación (t = 2, t = 15 o t = 100), la ecuación pone en re-
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lación el nivel en ese momento con el nivel en el momento 
inmediatamente anterior (t-1 = 1, t-1 = 14 o t-1 = 99). Por 
tanto, se asume que los intervalos entre observaciones son 
iguales para todos los casos y todas las observaciones con-
secutivas de cada caso. Es importante destacar que tam-
bién existen modelos dinámicos que no están especifica-
dos en tiempo discreto (ver Tabla 1). 

 
En cambio, un modelo en tiempo continuo (CT) trata el 

tiempo como una variable continua. En consecuencia, no 
asume que el intervalo temporal entre dos observaciones 
será siempre de la misma amplitud; ni para distintos casos 
ni para distintas medidas repetidas de un mismo caso. En 
la Tabla 1, basada en la Figura 1 de Voelkle et al. (2018), 
mostramos una clasificación de algunos marcos de mode-
lado estadístico habituales en función de cómo tratan el 
tiempo y de si son estáticos y dinámicos. En la siguiente 
sección explicaremos brevemente los marcos de modelado 
más habituales, de los mencionados en la Tabla 1. 

 
 
 
 
 

Marcos de modelado estadístico del 
cambio 

 
Modelos lineales mixtos: curvas de 
crecimiento 

 
Estos modelos constituyen una extensión de la ecua-

ción de regresión lineal «clásica». El modelo de curva de 
crecimiento especificado en la Ecuación 1 es un ejemplo 
básico de estos modelos. El nivel de la variable Y se ex-
presa como una función lineal del tiempo t. Dos aspectos 
interesantes de estos modelos para analizar medidas repe-
tidas son que permiten: (a) tener en cuenta que las medidas 
repetidas de un mismo caso no son independientes, y (b) 
capturar diferencias entre casos tanto en el nivel de la va-
riable dependiente Y cuando t = 0 (intersección β0) como 
en la tasa de cambio en Y por cada incremento de una uni-
dad en el tiempo t (pendiente β1). Esto permite que cada 
individuo i pueda tener su propia intersección (β0i) y pen-
diente (β1i). Es decir, la Ecuación 1 que relaciona capaci-
dad lectora (Y) con edad (t) se puede extender a la si-
guiente expresión: 
 

Tabla 1 
 
Una clasificación de modelos longitudinales (adaptada y ampliada de Voelkle et al, 2018) 
 

 Tiempo Discreto Tiempo Continuo 
Modelos 
estáticos 

- Modelos de ecuaciones estructurales (SEM): 
por ejemplo, curva de crecimiento latente, 
curva de crecimiento con bases latentes 
(Grimm et al., 2017). 

- Modelos lineales mixtos: esto es, regresión 
multinivel con la variable de interés como 
dependiente y el tiempo como predictor: curva 
de crecimiento (Hoffman, 2015). 

Modelos 
dinámicos 

- (V)AR: Modelos autorregresivos, tanto 
univariados como multivariados o “de vector” 
(Ernst et al., 2024). 

- Modelos de redes longitudinales (Borsboom et 
al., 2021; Epskamp, 2020) 

- Modelos de ecuaciones estructurales (SEM) 
con parámetros autorregresivos: por ejemplo, 
modelos de cambio latente (LCS-DT), RI-CLPM 
(Usami et al., 2019). 

- Modelos de estado-espacio en DT (Hunter, 
2018) 

- Dynamic SEM (McNeish y Hamaker, 2020) 

- Modelos de ecuaciones diferenciales (Mongin 
et al., 2024). 

- Modelos de estado-espacio en CT. 
- Modelos de ecuaciones estructurales en CT 

(ctSEM, Driver y Voelkle, 2018).  

Nota. DT (Tiempo Discreto); CT (Tiempo continuo) 
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𝑌-,7 = 𝛽=- + 𝛽:- · 𝑡 + 𝜖-,7 ,	G
𝛽=
𝛽:
H ~𝑁K𝑚𝑒𝑑𝑖𝑎𝑠 =

P
𝜇=
𝜇:R , 𝑣𝑎𝑟𝑖𝑎𝑛𝑧𝑎𝑠 = V

𝜎=9 𝜎=,:
𝜎=,: 𝜎:9

XY. [7] 

 
Ahora la intersección y pendiente tienen un subíndice 

i, que refleja el hecho de que cada caso puede tener su pro-
pio nivel inicial y pendiente. Por lo tanto, no solo estima-
mos un valor para ellas, sino que para cada una asumimos 
una distribución de valores (habitualmente normal) con 
sus respectivas medias (μ0 y μ1) y varianzas (σ0

2 y σ1
2), 

además de la covarianza entre ellas (σ0,1). Las dos medias 
se denominan «efectos fijos», mientras que las dos varian-
zas se denominan «efectos aleatorios». Estos últimos per-
miten cuantificar las diferencias interindividuales en las 
intersecciones y pendientes: cuanto más cercanas sean a 
cero, más homogéneos serán los casos en sus niveles ini-
ciales y en sus pendientes, respectivamente. Estos mode-
los se llaman mixtos precisamente porque incluyen tanto 
efectos fijos como efectos aleatorios (Figura 3). 

 
 

Modelos longitudinales de ecuaciones 
estructurales (Structural Equation 
Modeling, SEM 

 
Estos modelos son enormemente versátiles y se usan 

tanto en investigación longitudinal como de otros tipos. 
Para analizar el cambio longitudinal es necesario que las 
medidas repetidas de los mismos casos estén recogidas en 
distintas columnas en la base de datos, una para cada mo-
mento (i.e., datos en «formato ancho»). Esto implica que 
se trata el tiempo de forma discreta. 

 
En un modelo SEM longitudinal, es habitual incluir va-

riables observadas (columnas en nuestra base de datos) y 
variables latentes. Estas últimas son variables no observa-
das que están vinculadas a las observadas mediante ecua-
ciones lineales que especifican el peso de las latentes sobre 
las observadas. El conjunto de parámetros que determina 
la relación entre las variables latente y observadas se llama 
«modelo de medida». 

 
Es muy frecuente representar un SEM mediante una fi-

gura con símbolos estandarizados que se denomina dia-
grama de rutas (path diagram). Las variables latentes es-
tán representadas por círculos. Las variables observadas 

Figura 3 
 
Curvas de crecimiento con intersecciones aleatorias (izda.), pendientes aleatorias (centro) e intersecciones y pendientes 
aleatorias (dcha.). La línea roja discontinua muestra la trayectoria media 
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por rectángulos. Las flechas con una sola punta represen-
tan pesos de regresión (la punta señala la variable depen-
diente), mientras que las flechas de dos puntas representan 
varianzas (si van de una variable a sí misma) o covarianzas 
(si conectan dos variables distintas). Un triángulo repre-
senta una constante con valor 1. Se estimará una media o 
intersección propia (es decir, un «efecto fijo») para cual-
quier variable que reciba un peso desde esta constante. Los 
parámetros a estimar se representan mediante flechas que 
van acompañadas de letras, generalmente griegas. Cuando 
una flecha va acompañada de un número, quiere decir que 
el valor de ese parámetro se fija a ese número. Las flechas 
que no tienen letras ni números se fijan al valor 1. 

 
El panel A de la Figura 4 representa un diagrama de 

rutas de un modelo SEM que es muy similar a la curva de 
crecimiento de la Ecuación 7, pero en este caso se trata de 
una curva de crecimiento latente (Latent Growth Curve 
Model, LGC). El término «latente» hace referencia a que, 
para cada edad t, se considera que las puntuaciones obser-
vadas de capacidad lectora, Yt, son la suma de dos compo-
nentes. El primero son las puntuaciones verdaderas de ca-
pacidad lectora, que constituyen una variable no obser-

vada, yt. El segundo son los errores de medida, eYt. En este 
modelo, se asume que esos errores tienen media cero, va-
rianza σ2

eY, y no correlacionan con ninguna otra variable. 
A menudo se asume que la varianza de los errores de me-
dida es invariante para las distintas medidas repetidas. 
Esto implica asumir que la fiabilidad del instrumento no 
cambia con el tiempo, pero no implica asumir que un de-
terminado caso tenga siempre un error de medida de la 
misma magnitud o signo. Esta partición, en cada medida 
repetida, de la varianza observada en dos partes (verdadera 
y error) es el «modelo de medida». Esta estructura se 
puede extender para, por ejemplo, permitir que la variable 
latente sea medida por varios indicadores observados en 
cada punto temporal, cada uno de ellos con un peso facto-
rial que puede ser distinto. Conceptualmente, esto es equi-
valente a aplicar un modelo factorial confirmatorio en 
cada medida repetida. En este escenario, es necesario eva-
luar si la relación entre los indicadores observados y la va-
riable latente es constante a lo largo del tiempo para que 
las puntuaciones latentes se puedan comparar a través de 
las distintas medidas repetidas. A esto se llama invarianza 
métrica longitudinal o invarianza factorial longitudinal 
(Widaman et al., 2010). 

Figura 4 
 
Ejemplos de modelos SEM longitudinales univariados 
 

 
A. Modelo de curva de crecimiento latente (LGC) 

 

 
B. Modelo de cambio latente (LCS) 
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Sobre las variables latentes, que representan el nivel 

verdadero en cada medida repetida, se especifica un mo-
delo de cambio, que puede ser tanto estático como d 
inámico. En el panel A de la Figura 4 se representa una 
curva de crecimiento (modelo estático) en la que el nivel 
latente en el momento t se debe a un nivel inicial o inter-
sección latente y una pendiente, también latente. Igual que 
en la Ecuación 7, estas dos variables tienen sus respectivas 
medias (efectos fijos, μ0 y μ1) y varianzas (efectos aleato-
rios, σ0

2 y σ1
2), y pueden covariar entre ellas (σ0,1). De he-

cho, si la varianza error se fija a cero y las ocasiones de 
medida son discretas y uniformemente espaciadas, ambos 
modelos son matemáticamente equivalentes y proporcio-
nan los mismos resultados. Para aprender más sobre cur-
vas de crecimiento estimadas en un marco SEM, posibles 
extensiones, y sus relaciones con modelos lineales mixtos, 
puede consultarse Grimm et al. (2017). 
 

El panel B de la Figura 4 representa otro modelo SEM 
longitudinal, en este caso dinámico, denominado modelo 
de puntuaciones de cambio latente, o modelo de cambio 
latente (Latent Change Score Model, LCS). Una diferen-
cia importante con el LGCM es que, para cada medida re-
petida a partir de la segunda, se crea una variable latente 
que recoge cualquier diferencia entre esa medida y la an-
terior: estos son los llamados «cambios latentes»: ∆yt = yt-
yt-1. El mecanismo o estructura que caracteriza el cambio 
se especifica sobre los cambios latentes, y no los niveles 
latentes. El modelo permite varias especificaciones; la que 
representamos aquí es el llamado LCS «dual». Para cada 
punto temporal, el cambio se debe a dos influencias dis-
tintas: por un lado, el efecto del nivel alcanzado en la me-
dida anterior, llamado auto-efecto, j, y por otro lado una 
magnitud constante que se añade en cada medida repetida, 
llamado componente aditivo, que tiene una media (µa) y 
una varianza que recoge diferencias entre casos, (σa

2). Este 
componente a veces se llama «pendiente latente», pero no 
es un nombre preciso ya que el efecto del componente adi-
tivo en t se va propagando a los siguientes puntos tempo-
rales a través del auto-efecto. Esta acumulación da lugar a 
una trayectoria exponencial similar a la descrita en la 
Ecuación 3 (Cáncer et al., 2021). La inclusión de un auto-
efecto que pone en relación el cambio con el nivel del 
tiempo anterior es lo que convierte al LCS es un modelo 
dinámico. 

 
Los modelos presentados en la Figura 4 son univaria-

dos: describen el cambio en una sola variable. Es posible 
extenderlos para incluir dos o más variables medidas re-
petidamente. Sin embargo, el número de parámetros a es-
timar aumenta considerablemente con cada nueva varia-
ble, y quizá por ello lo más frecuente es encontrar aplica-
ciones bivariadas (y rara vez con tres variables). La Figura 
5 presenta el diagrama de rutas de un LCS bivariado. Para 
profundizar sobre modelos LGC bivariados puede consul-
tarse Estrada et al. (2020). 
 

Utilizar un modelo BLCS permite estudiar varios as-
pectos del cambio de ambas variables, y su relación entre 
ellas: a) ¿existe correlación entre los momentos iniciales 
(intersecciones latentes) de ambas variables?, b) ¿entre los 
componentes aditivos?, c) ¿relaciones cruzadas entre in-
tersección de una variable y componente aditivo de la 
otra?, d) ¿qué variable tiene un auto-efecto más fuerte?, e) 
¿existen influencias cruzadas entre el nivel en una variable 
y el cambio posterior en la otra? Las dos últimas preguntas 
implican analizar la dinámica de ambas variables, y en 
concreto la pregunta (e) implica analizar la relación diná-
mica entre las variables. Para profundizar, consúltese Cán-
cer et al., (2021). 

 
Tanto el LGC como el LCS se aplican a trayectorias de 

desarrollo porque permiten modelar cambios en el nivel a 
lo largo del tiempo. Existen otros modelos SEM longitu-
dinales que están diseñados para aplicarse a trayectorias 
estables, tanto en datos de panel como longitudinales in-
tensivos. Un ejemplo es el random intercept cross-lagged 
panel model (RI-CLPM), que hemos mencionado ante-
riormente. Puede profundizarse sobre este modelo en Mul-
der y Hamaker (2021). También puede consultarse la in-
teresante revisión de Usami et al. (2019), sobre las dife-
rencias y similitudes entre todos los modelos SEM que se 
pueden usar para estudiar las relaciones dinámicas entre 
dos variables. 
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Otros marcos de modelado dinámico 
con variables latentes 

 
Los SEM del apartado anterior también pueden espe-

cificarse como modelos de estado-espacio (state-space 
models, SSM). Estos modelos utilizan ecuaciones diferen-
ciales (si se modela en tiempo continuo) o ecuaciones de 
diferencia (en tiempo discreto) para caracterizar trayecto-
rias latentes de las cuales solo se tienen observaciones en 
puntos temporales concretos (vinculados a la trayectoria 
latente mediante un modelo de medida similar al de un 
SEM). Puede profundizarse sobre SSM en Hunter (2018). 
Tienen dos ventajas importantes respecto a un SEM: (a) 
Son más cómodos de utilizar si existen muchas medidas 

repetidas, y lo más importante, (b) permiten especificar 
modelos de cambio en tiempo continuo para variables la-
tentes. Esto último no es posible con SEM tradicional, si 
bien la reciente aparición de SEM en tiempo continuo lo 
ha hecho posible (ctSEM, Driver y Voelkle, 2018).  

 

Conclusión 
 
El uso de datos longitudinales permite observar el 

desarrollo y el cambio a lo largo del tiempo, lo que resulta 
fundamental para la comprensión de los procesos psicoló-
gicos. En este trabajo hemos revisado conceptos básicos 
para distinguir tipos de preguntas longitudinales, tipos de 
trayectorias, diseños de investigación habituales y marcos 

Figura 5 
 
Diagrama de rutas de un modelo LCS bivariado (BLCS) 
 

 
 



 
 
 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 73–86. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43402 85 

de modelado estadístico que permiten contestar a dichas 
preguntas. Confiamos en que, cuanto mayor sea la popu-
laridad y comprensión de estas herramientas, la Psicología 
alcanzará progresivamente un mayor conocimiento del 
comportamiento humano. 
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Resumen 
 
El análisis de redes ha ido ganando terreno en los últimos 
años para analizar datos psicológicos multivariantes. El 
propósito de este trabajo es llevar a cabo una exposición 
introductoria del análisis psicométrico de redes 
psicológicas. En primer lugar, se contextualizan los 
enfoques de redes. En segundo lugar, se aborda el núcleo 
central de la metodología de análisis psicométrico de 
redes: estimación de la estructura de la red, descripción de 
la red y análisis de la estabilidad de la red. En tercer lugar, 
se comentan algunas aplicaciones al campo de la 
Psicología y la Psicometría. En cuarto lugar, se mencionan 
algunas críticas al análisis de redes, lo que permite 

plantear algunos de las retos a los que se enfrenta este 
enfoque psicométrico. Se finaliza con una breve 
recapitulación y posibles líneas de investigación futuras. 

Palabras clave: Análisis de redes; Modelo de red; Es-
timación de redes; Medición; Psicometría. 

 

Abstract 
 
The use of network analysis to analyze multivariate psy-
chological data has become popular in recent years. The 
purpose of this work is to introduce network analysis for 
the measurement of psychological variables. First, the net-
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work approaches are contextualised. Second, the core of 
the psychometric network analysis methodology is ad-
dressed: network structure estimation, network descrip-
tion and network stability analysis. Thirdly, some applica-
tions to the field of psychology and psychometrics are dis-
cussed. Fourthly, possible criticisms of network analysis 
are mentioned, to indicate some of the challenges faced by 
this psychometric approach. We finish with a brief reca-
pitulation and possible lines of future research. 

Keywords: Network Analysis; Network Model; Net-
work Estimation; Measurement; Psychometrics. 

 

 

Introducción 
 
 El uso de análisis de redes para estudiar datos psicoló-

gicos de naturaleza multivariante ha ido ganando terreno 
en los últimos años entre los investigadores y los profesio-
nales de la Psicología (e.g., Borsboom et al., 2021). El aná-
lisis de redes se presenta como un nuevo método en la 
identificación e inferencia de atributos psicológicos, que 
pretende ir más allá de los modelos clásicos de variables 
latentes, como el análisis factorial o las ecuaciones estruc-
turales, entre otros. Esta nueva forma de analizar el com-
portamiento humano y los procesos psicológicos abre todo 
un abanico de posibilidades, ya que permite el uso de for-
mas alternativas de analizar datos, maneras diferentes de 
modelar y analizar las relaciones entre variables, o diseñar 
nuevas formas de intervención. Por todo ello, no es de ex-
trañar que los modelos de redes y el análisis de redes han 
suscitado un creciente interés entre los profesionales de la 
Psicología. 

 
El objetivo de este trabajo es realizar una breve intro-

ducción al análisis psicométrico de redes psicológicas. En 
primer lugar, se conceptualiza el modelo de redes, así 
como sus implicaciones para el campo de la Psicología. 
En segundo lugar, se aborda el núcleo central de la 
metodología de análisis psicométrico de redes: estimación 
de la estructura de la red, descripción de la red y análisis 
de la estabilidad de la red. En tercer lugar, se comentan 
algunas aplicaciones al campo de la Psicología y la 
psicometría. En cuarto lugar, se mencionan posibles 

críticas al análisis de redes, lo que permitirá otear algunos 
de los retos a los que se enfrenta este enfoque. Se finaliza 
con una breve recapitulación y se reflexiona sobre posibles 
líneas de investigación futuras.  

 
Para un análisis más detallado y especializado del aná-

lisis de redes se pueden consultar excelentes trabajos pre-
vios, tanto en inglés (Borsboom, 2017; Borsboom y 
Cramer, 2013; Isvoranu et al., 2022; McNally, 2016), 
como en español (Fonseca-Pedrero, 2017, 2018). También 
se pueden consultar tutoriales (Costantini et al., 2015, 
2019; Epskamp, Borsboom et al., 2018; Epskamp y Fried, 
2018; Hevey, 2018; Huth et al., 2023; Jones et al., 2018), 
y otros excelentes recursos en la web (http://psychosys-
tems.org/, https://www.youtube.com/watch?v=C6-
BgnWGwfA), o software estadístico libre con módulos es-
pecíficos para el análisis de redes, por ejemplo, JASP 
(https://jasp-stats.org/, https://jasp-
stats.org/2018/03/20/perform-network-analysis-jasp/) o R 
(e.g., qgraph; Isvoranu et al., 2022; Jones et al., 2018).  
 
 

 
Contextualización 

 
Los modelos de red (network models) permiten llevar 

a cabo representaciones estadísticas de las relaciones entre 
variables, es decir, constituyen estructuras estadísticas 
creadas para configurar redes a partir de los datos. Una red 
es un modelo abstracto representado gráficamente que 
contiene nodos (nodes) y aristas (edges). Los nodos sim-
bolizan los objetos o variables de estudio, mientras que las 
aristas representan las conexiones entre los nodos, esto es, 
la «línea» que los conecta (véase Figura 1). La representa-
ción gráfica de nodos y aristas se denomina grafo.  
 

De una forma general el análisis de redes se podría con-
cretar en las técnicas estadísticas para estimar, analizar, e 
interpretar la red psicológica. Representa un enfoque rela-
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tivamente reciente en Psicología, si bien no es algo nuevo 
desde un punto de vista científico. Se ha utilizado exten-
samente en otras áreas como el estudio de las relaciones 
sociales bajo la denominación de teoría de grafos (Borgatti 
et al., 2009; Newman, 2010; Vega-Redondo, 2007), o en 
el ámbito económico (Goyal, 2023; Jackson, 2008). No 
obstante, no ha sido hasta hace poco que se ha rescatado 
este enfoque para modelar otros fenómenos psicológicos, 
y muy especialmente los trastornos psicológicos (Bors-
boom, 2017). El profesor Denny Borsboom de la Univer-
sidad de Ámsterdam y su equipo de investigación han es-
timulado un enfoque diferente en la conceptualización de 
los problemas psicopatológicos, tales como la depresión o 
la psicosis (Borsboom y Cramer, 2013; Schmittmann et 
al., 2013).  

 
El uso de los modelos de redes surge como respuesta 

epistemológica a ciertas dificultades de las que adolece la 
psicopatología clásica, como el modelo biomédico que se 
postula desde los principales sistemas taxonómicos. Así, 
el Manual diagnóstico y estadístico de los trastornos men-

tales 5ª edición-Texto Revisado (DSM-5-TR, por su abre-
viatura en inglés; APA, 2022) considera que los síntomas 
y signos que refieren las personas tienen su origen en una 
supuesta causa latente denominada «trastorno mental». Se 
hipotetiza, por ejemplo, que las manifestaciones fenotípi-
cas tales como las experiencias alucinatorias o las creen-
cias delirantes son debidas a un trastorno subyacente que 
los causa, denominado, en este caso, esquizofrenia. A esta 
interpretación se le conoce como «modelo de causa co-
mún» (Borsboom y Cramer, 2013), y conduce a determi-
nados problemas como el reduccionismo (e.g., los proble-
mas psicológicos tienen una única causa), el razonamiento 
tautológico (e.g., repetición de un mismo argumento o he-
cho expresado de distintas maneras; véase el caso de que 
alguien que refiere alucinaciones auditivas se le diagnós-
tica de psicosis, y posteriormente se argumenta que tiene 
psicosis porque escucha voces) o la reificación del diag-
nóstico (creer que el nombre que le damos al trastorno, 
véase psicosis, explica todo sobre un fenómeno o es el fe-
nómeno en sí).  

 

Figura 1 
 
Ejemplo de red psicológica estimada: fortalezas psicológicas en la adolescencia 
 

 

 
Nota. Los círculos representan nodos (variables). Las aristas o líneas representan la relación entre los nodos. Por ejemplo, 
el nodo nº 1 la calidad de vida subjetiva, el nodo nº 2 el sentimiento de pertenencia al centro educativo, etc. Los nodos se 
corresponden con los indicadores psicométricos de fortalezas psicológicas. A mayor valor del coeficiente, mayor grosor de 
la línea y, por lo tanto, la asociación más fuerte entre nodos. Color azul de la arista indica relación positiva entre nodos 
(variables). Color rojo de la arista indica relación negativa entre nodos (variables). 



 
 

 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 87–100. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43296 

 
90 

El modelo de redes, sin embargo, conceptualiza los 
trastornos psicológicos como constelaciones dinámicas de 
conductas (signos, síntomas, rasgos, conductas, etc.) que 
se encuentran interrelacionados (o no) de forma causal, 
esto es, impactan o interactúan mutuamente entre sí. Los 
síntomas no serían meras consecuencias pasivas de una su-
puesta variable latente, no observable directamente. Desde 
esta perspectiva el trastorno psicológico, si lo hubiere, ha-
bría que comprenderlo en las propias relaciones funciona-
les establecidas entre los elementos de la red, tanto hori-
zontal (dentro del nivel psicológico), como verticalmente 
(entre niveles de análisis). No habría que buscar más allá. 
Tampoco habría que indagar sobre supuestas averías in-
trapsíquicas o alteraciones en los circuitos cerebrales 
(Fonseca-Pedrero y Al-Halabí, 2024; Al-Halabí y Fon-
seca-Pedrero, 2024; Pérez Álvarez, 2018). A fin de cuen-
tas, todo está relacionado con todo, pero no del todo. 

 
El modelo de redes, al igual que ocurre en muchos 

campos científicos, entiende que los fenómenos se carac-
terizan y entienden mejor a nivel de sistemas. Esto signi-
fica que para comprender determinados fenómenos hay 
que centrarse en la organización de los componentes del 
sistema y no tanto en el funcionamiento de sus componen-
tes individuales. Dichos componentes se pueden represen-
tar en una red. Esa visión entronca con la idea de que la 
conducta es compleja por naturaleza, por lo que su com-
prensión requiere de modelos más sofisticados que vayan 
más allá de una visión lineal, estática y unicausal que per-
mitan analizar y entender todo el abanico de comporta-
mientos que conforman la diversidad humana.  

 
Siguiendo a Borsboom et al. (2021), en la Figura 2 se 

recoge un esquema de los pasos a seguir en las investiga-
ciones que utilizan el enfoque de redes. El núcleo de la 
metodología de análisis de redes psicométricas reside en 
tres pasos: (a) estimación de la estructura de la red, (b) 
descripción de la red y (c) análisis de la estabilidad de la 
red. Estos pasos se asientan en preguntas de investigación 
sustantivas y procedimientos de recopilación de datos. Los 
resultados encontrados se combinan con consideraciones 
metodológicas generales y conocimientos específicos del 
ámbito para apoyar la inferencia científica. 
 
 
 

Figura 2 
 
Pasos del proceso de investigación en el análisis de redes 
(modificado de Borsboom et al., 2021) 
 

 
 
Estimación de la estructura de la red 

 
Las redes en Psicología necesitan ser estimadas (Eps-

kamp y Fried, 2018), y dicha estimación parte de una ma-
triz de correlaciones que pueden ser, básicamente, de tres 
tipos: simples, parciales y parciales regularizadas.  

 
Las correlaciones simples (conocida también como red 

de asociación), es la representación gráfica derivada de la 
matriz de correlaciones de Pearson. Las correlaciones par-
ciales, o red de concentración, permiten ver la correlación 
entre el nodo A y el nodo B controlando el efecto del resto 
de nodos de la red. Una red de correlación parcial, en la 
que muestra las correlaciones condicionales (controlando) 
a todas las demás variables de la red, es más fácil de inter-
pretar, esto es, dos nodos están conectados si y solo si 
existe una covarianza entre esos nodos que no puede ex-
plicarse por ninguna otra variable en la red. Dicha red se 
llama Pairwise Markov Random Field (PMRF). Cuando 
los datos continuos tienen una distribución normal multi-
variante, el análisis de las correlaciones parciales se im-
plementa mediante el Gaussian Graphical Model. Si los 
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datos son mixtos (categóricos y continuos) se utiliza el Mi-
xed Graphical Model. Si son datos son binarios entonces 
se utiliza el Ising Model. 

 
La estimación de la red se realiza mediante un algo-

ritmo denominado Fruchterman-Reingold. Las correlacio-
nes parciales regularizadas, implementan un procedi-
miento de regularización, que en esencia permite extraer 
una red estable y de fácil interpretación que necesita de 
menos parámetros a estimar. En este caso se puede estimar 
la red con el Least Absolute Shrinkage and Selection Ope-
rator (LASSO) o con una variación denominada Graphi-
cal-LASSO (G-LASSO; Epskamp, Borsboom, et al., 
2018). El uso del LASSO requiere establecer un parámetro 
de ajuste denominado hiperparámetro (λ). La regulariza-
ción no está exenta de problemas, por lo que en determi-
nadas situaciones no funciona adecuadamente. En estos 
casos se deben utilizar formas alternativas para maximizar 
la sensibilidad y la especificidad a la hora de estimar los 
edges1 (Epskamp y Fried, 2018). La elección del método 
de estimación no se debe ver como algo trivial ya puede 
tener un gran impacto tanto en la topología de la red como 
en las inferencias que posteriormente se hagan a partir de 
los resultados encontrados (Epskamp et al., 2017). 

 
Utilizando el algotitmo Fruchterman-Reingold la dis-

posición espacial de los nodos no es fácil de interpretar. 
Existen en la literatura otros diseños de visualización de 
datos multivariantes que van más allá de los algoritmos 
dirigidos por fuerza y que permiten interpretar la posición 
de los nodos de una forma más correcta. A este respecto 
Jones et al. (2018) proponen el escalamiento multidimen-
sional, los componentes principales y el eigenmodel.  

 
Obviamente, el procedimiento para la estimación de la 

red depende de la naturaleza de los datos, por ejemplo, si 
estos son transversales o longitudinales, o si tienen una es-
tructura multinivel o no. Para casos donde los datos son de 
tipo longitudinal y/o presentan una estructura multinivel 
se pueden encontrar otros procedimientos como Graphi-
cal-VAR o Multilevel-VAR. También se pueden hacer esti-
maciones de redes mediante estadística bayesiana (McNa-
lly, 2016). 

 

 
1 Véase: http://psychosystems.org/glasso_developments 

Descripción de la red 
 
A partir de la red estimada se pueden realizar diferentes 

inferencias que permitan comprender tanto su estructura 
como examinar la importancia relativa de los nodos dentro 
de ella. Para analizar la estructura de la red se pueden en-
contrar diferentes índices: (a) distancia y longitud de la 
trayectoria más corta (¿puede influir el nodo X rápida-
mente en el nodo Y?); (b) centralidad (¿cuál es el nodo más 
importante en la red?); y (c) conectividad y agrupamiento 
(¿en qué medida los nodos están bien conectados?). Aquí 
únicamente se expondrán las medidas de centralidad, quie-
nes estén interesados en profundizar en las medidas de in-
ferencia de la red puede consultar trabajos más especiali-
zados (Costantini et al., 2015; Hevey, 2018). 

 
En concreto las medidas de centralidad se preguntan 

cuál es el nodo más importante en la red. Permiten analizar 
la importancia relativa del nodo dentro de la red en función 
del patrón de conexiones, esto es, en una red estimada no 
todos los nodos son igualmente importantes. Un nodo es 
central si tiene muchas conexiones. Un nodo es periférico, 
se encuentra en la parte externa de la red, si tiene pocas 
conexiones. Para saber si el nodo es central (importante o 
influyente) en la red se deben tener en cuenta: (a) la fuerza 
(strenght centrality); (b) la cercanía (closenness centra-
lity); y (c) la intermediación (betweeness centrality). Los 
programas estadísticos permiten generar figuras y tablas 
para examinar los valores de estos índices de centralidad. 
Dicha representación gráfica arroja valores estandarizados 
(puntuaciones Z) referidos a la fuerza, cercanía y/o inter-
mediación de los nodos, aspecto que informa sobre la im-
portancia relativa de cada nodo en la red.  

 
En la actualidad se está cuestionando si estas medidas 

de centralidad tienen sentido a la hora de estimar redes con 
variables psicológicas (Bringmann et al., 2019; Hallquist 
et al., 2021), por ello se han propuesto otras como la in-
fluencia esperada o la predictibilidad. La influencia espe-
rada se refiere a la suma de todas las aristas de un nodo. 
Esta medida de inferencia mejora la centralidad de fuerza 
que usa la suma de los pesos absolutos (es decir, las aristas 
negativas se convierten en aristas positivas antes de su-
marse), lo que distorsiona la interpretación si hay bordes 
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negativos. La predictibilidad es una medida absoluta de 
interconexión que proporciona la varianza de cada nodo 
que se explica por todos sus nodos vecinos. En la Figura 3 
se presenta una tabla de centralidad con los valores de 
fuerza e influencia esperada. 

 
 
Análisis de la estabilidad de la red  

  
Evaluar la precisión de las conexiones de red estima-

das, investigar la estabilidad de los índices de centralidad, 
y comprobar si las conexiones de red y las estimaciones 
de centralidad para distintas variables difieren entre sí, son 
cuestiones nucleares que conciernen a la replicabilidad 
(Epskamp y Fried, 2018). En los análisis de redes de va-
riables psicológicas se debe comprobar la precisión con la 
que se estiman las redes y la estabilidad de las inferencias 
de la estructura de la red. 

 
En el tutorial de Epskamp et al. (2018) se describen 

procedimientos en el paquete R bootnet que permiten a los 

investigadores medir la precisión de las estimaciones de 
peso de borde (Figura 4) y la estabilidad de las métricas de 
centralidad (Figura 5). La precisión de las ponderaciones 
de los bordes se estima calculando intervalos de confianza 
(IC) del 95% para sus estimaciones. Para cada peso de la 
arista, el valor real del parámetro correspondiente estará 
dentro del IC en el 95 % de los casos. Además, aunque no 
se aborda en esta introducción, también se puede evaluar 
si el peso de un borde difiere significativamente de otro, 
por ejemplo, si la asociación entre el nodo 1 y el nodo 2 es 
mayor que la asociación entre el nodo 5 y el nodo 6 (e.g., 
Epskamp et al., 2018).  

 
Para estimar la estabilidad de las medidas de centrali-

dad, Epskamp et al. (2018) recomendaron el bootstrap de 
subconjuntos mediante casedropping. Este procedimiento 
implica ir descartando aleatoriamente un porcentaje cada 
vez mayor de participantes del conjunto total de datos (pri-
mero sobre el 95 % de la muestra, luego sobre el 90 %, y 
así sucesivamente) y luego volver a calcular las medidas 
de centralidad y computar el coeficiente de correlación. Se 

Figura 3 
 
Índices de centralidad en una red psicológica estimada 
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trata de examinar si los índices de centralidad permanecen 
estables a medida que se va perdiendo participantes. Si el 
valor de la correlación cambia considerablemente pondría 
en cuestión la estabilidad de las medidas de centralidad. 
Para cuantificar la estabilidad de los valores de centralidad 
de una red se propone el coeficiente de estabilidad de co-

rrelación. Se ha sugerido que un coeficiente de estabilidad 
de 0.7 o superior entre la estimación original de la muestra 
completa y las estimaciones de los subconjuntos muestra-
les podría ser un umbral útil a considerar. Se recomienda 
igualmente que el coeficiente no sea inferior a 0.25, y pre-
feriblemente superior a 0.5. 

Figura 4 
 
Precisión de los pesos de las aristas 
 

 
Nota. El eje Y recoge todas las aristas de la red, ordenados desde el más alto (arriba) hasta el borde más bajo (abajo). 
Dichas aristas se refieren a la relación entre dos nodos, esto es, «bienestar_emocional-autoestima» se refiere a la relación 
entre el nodo bienestar emocional y el nodo autoestima. Los puntos rojos representan el peso de las artistas en la red. El 
área gris representa el IC del 95% del peso de las aristas (cuanto más pequeño mayor es la precisión del peso de las 
aristas).  
 

Figura 5 
 
Coeficiente de estabilidad de correlación para los índices de centralidad 
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Aplicaciones al campo de la Psicología 
y la Psicometría 

 
El análisis de redes ha tenido un gran desarrollo dentro 

del campo de la Psicología clínica y la psicopatología 
(Mcnally, 2021; Robinaugh et al., 2020), si bien se ha ex-
tendido a otras áreas como la resiliencia (Scheffer et al., 
2018), la personalidad (Costantini et al., 2019), la inteli-
gencia (Kan et al., 2020), la relación con enfermedades fí-
sicas (Isvoranu et al., 2022) o la educación (Álvarez-Díaz 
et al., 2022), por mencionar sólo algunas. El análisis de 
redes tiene una enorme potencialidad para ayudar a com-
prender y responder a algunos de los desafíos más impor-
tantes que tenemos que acometer profesional y social-
mente, por ejemplo, la conducta suicida (Antypa et al., 
2024; Fonseca-Pedrero et al., 2024). 

 
También se han desarrollado nuevos métodos que pue-

den ser de utilidad para el investigador y el clínico, como 
pudieran ser las redes bayesianas (Briganti et al., 2022), el 
Exploratory Graph Analysis (Golino y Epskamp, 2017), 
la comparación de redes (Van Borkulo, 2018), la inva-
rianza de medición (Hoekstra et al., 2023), los Moderated 
Network Models (Haslbeck et al., 2021) o los estudios in-
tensivos. A continuación, nos referimos brevemente a las 
potencialidades asociadas al uso de redes bayesianas y a 
las redes temporales.  

 
En la actualidad la mayoría de los estudios realizados 

en este campo utilizan análisis de redes con datos trans-
versales (redes ponderadas y no dirigidas). Las redes ba-
yesianas pueden ayudar a superar algunas de estas limita-
ciones pues son modelos que incluyen interacciones diri-
gidas para realizar inferencias causales sobre constructos 
psicológicos. En esencia, las redes bayesianas son mode-
los gráficos probabilísticos que representan las relaciones 
de independencia condicional entre variables como un 
grafo acíclico dirigido (DAG), en el que las aristas pueden 
interpretarse como efectos causales que conectan nodos de 
forma causal. Investigar bajo la óptica de redes bayesianas 
puede ser de interés de cara a obtener una aproximación 
causal de las variables psicológicas. 

 
Por sus implicaciones prácticas y clínicas, mención es-

pecial merecen las redes resultantes de series temporales 

(también denominadas redes dinámicas ideográficas) 
(e.g., Bringmann, 2024). Este tipo de redes suelen inferirse 
a partir de datos de series temporales recogidos mediante 
evaluación ambulatoria. Utilizando los métodos de 
estimación adecuados se pueden calcular dos tipos redes: 
la red temporal y la red contemporánea. La red temporal, 
es una dirigida y ponderada, que representa cómo las va-
riables en un punto temporal (tiempo t) predicen las varia-
bles en la siguiente ventana temporal (tiempo t + 1), inclu-
yendo cómo una variable evaluada en el primer punto tem-
poral predice su valor en el siguiente. La red contemporá-
nea representa las aristas (no dirigidas y ponderadas) que 
conectan los nodos dentro de la misma ventana de medi-
ción. Normalmente, esta red presenta aristas que represen-
tan las correlaciones parciales entre nodos en esta ventana 
de medición tras ajustar todas las demás variables de la 
ventana, así como todas las demás variables de la ventana 
de medición anterior. Este tipo de redes extraídas de dise-
ños longitudinales permiten revelar cómo se desarrollan 
las interacciones entre los sistemas a lo largo del tiempo, 
establecer posibles relaciones causales o dar respuesta a la 
cuestión de la ergodicidad, es decir, si las relaciones que 
se establecen entre las variables a nivel de grupo son las 
mismas que operan a nivel intraindividual (Fonseca-Pe-
drero, 2018; Mcnally, 2021). 

 
La combinación de los métodos psicométricos de redes 

ha abierto una variedad de nuevas vías para conceptualizar 
y estudiar los fenómenos psicológicos. Igualmente, los 
modelos de redes se presentan como un enfoque comple-
mentario a otros modelos psicométricos, como la teoría de 
respuesta a los ítems (Epskamp et al., 2017; Kan et al., 
2020; Marsman et al., 2018). A pesar de los antecedentes 
divergentes de estos acercamientos, trabajos previos han 
estudiado la equivalencia entre ellos e ilustran las oportu-
nidades que germinan de estas posibles conexiones (Kan 
et al., 2020; Marsman et al., 2018). No obstante, desde un 
punto de vista epistemológico, algunos autores se cuestio-
nan si la equivalencia matemática es lo mismo que la equi-
valencia ontológica (Mcnally, 2021). 
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Algunos desafíos y controversias en el 
Análisis de Redes 

 
La investigación de los análisis de redes en Psicología 

se encuentra en estos momentos en su infancia, por lo que 
es necesario seguir trabajando en la construcción de mo-
delos sólidos y refutables, e incorporar nuevas evidencias 
científicas (Borsboom, 2017). Obviamente, el modelo de 
redes no está exento de ciertas limitaciones y algunos au-
tores han realizado algunas reflexiones cautelares (e.g., 
Neal et al., 2022). Pretenden con ello no dejar pasar por 
alto algunas de las principales críticas asociadas a estos 
modelos y métodos. Aquí se comentan brevemente algu-
nas de ellas relativas a la selección del modelo, el diseño 
del estudio, la fiabilidad de la estimación y la interpreta-
ción de las medidas, así como otras de calado más concep-
tual. 

 
Primero, se debe distinguir aquellos campos científicos 

que permiten un análisis bajo esta perspectiva respecto a 
los que no. No partimos de cero, en la literatura ya existen 
numerosos métodos multivariantes adecuados para res-
ponder a determinadas preguntas de investigación, tales 
como los modelos de ecuaciones estructurales. Por tanto, 
los análisis psicométricos de redes deben utilizarse en 
aquellos casos en los que se ajusten mejor que otros méto-
dos a los problemas planteados.  

 
Segundo, hasta la fecha, la mayoría de los estudios pu-

blicados en análisis de redes utilizan diseños transversales 
y nomotéticos, por ello, habría que ser cauteloso, incluso 
abstenerse de hacer inferencias sobre causalidad cuando 
se utilicen este tipo de datos. No cabe duda de que una de 
las líneas futuras más prometedoras en el análisis de redes 
son los modelos de redes ideográficas de medidas repeti-
das (Mansueto et al., 2023). El modelaje de redes psicoló-
gicas personalizadas tiene claras implicaciones para la in-
vestigación y la práctica clínica (Epskamp et al., 2018).  

 
Tercero, la correcta interpretación de una red psicoló-

gica no debe centrarse únicamente en su inspección visual. 
Un problema a evitar en las redes psicológicas es precisa-

 
2 Véase: http://psych-networks.com/r-tutorial-identify-
communities-items-networks/ 

mente la sobre interpretación a la hora de su visualización 
(Jones, Mair, y McNally, 2018). Este aspecto se refiere es-
pecialmente al diseño y a la colocación de nodos en el 
grafo, por ejemplo, cuando los nodos de la red se agrupan 
en un clúster o un nodo está en el centro de la red y otros 
en la periferia. Nótese que la ubicación del nodo dentro de 
una red es solo una de las muchas formas igualmente «co-
rrectas» de colocar los nodos en la red, es decir, con la 
misma muestra la colocación de los nodos en la red, en 
una nueva estimación, podría ser diferente. Algo parecido, 
mutatis mutandis, a lo que ocurre, por ejemplo, con la ubi-
cación de los factores en el Análisis Factorial. Por ello, 
hay que ser cauteloso a la hora de realizar una interpreta-
ción visual de los nodos y su posición en la red. Para una 
adecuada interpretación de la red psicológica existen dife-
rentes procedimientos, por ejemplo, el análisis de las co-
munalidades2 (Golino y Epskamp, 2017), o la predictibili-
dad (Haslbeck y Fried, 2017).  

 
Cuarto, existe un amplio debate sobre la replicabilidad 

de las redes psicométricas estimadas. Algunos autores 
afirman que se están utilizando métodos que producen es-
timaciones poco fiables (Forbes et al., 2017; Neal et al., 
2022), mientras que otros opinan justo lo contrario (Bors-
boom et al., 2017; de Ron et al., 2022). Dado el estado de 
la cuestión se aconseja actuar con cierta cautela a la hora 
de extraer conclusiones para la investigación o la práctica 
clínica antes de que los resultados se hayan replicado ri-
gurosamente. También se deben considerar otros factores 
como el sesgo de Berkson. Según trabajos previos parece 
ser que, por el momento, las dudas sobre la replicabilidad 
de los resultados se han resuelto de forma tranquilizadora 
(de Ron et al., 2022). No cabe duda de que se debería se-
guir estudiando la replicabilidad y reproducibilidad de las 
redes psicológicas estimadas y analizar la necesidad de in-
corporar el error de medición. 

 
Quinto, la mayoría de las métricas de centralidad utili-

zadas en el campo de la Psicología se desarrollaron origi-
nalmente en el análisis de redes sociales con sus consabi-
das peculiaridades (e.g., actores sociales, redes no ponde-
radas). Igualmente, aún no existen directrices claras para 
interpretar los índices de centralidad en las redes psicomé-
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tricas (Hallquist et al., 2021). Se recomienda, por lo tanto, 
implementar alternativas más apropiadas que los índices 
de centralidad, así como avanzar en el desarrollo de nue-
vas medidas de inferencia e indicadores de ajuste. 

 
Finalmente, desde un punto de vista conceptual, el aná-

lisis de redes con su impresionante y elegante tecnología 
podría ir en detrimento de análisis cualitativos narrativos 
y clasificaciones prototípicas más que politéticas (Fon-
seca-Pedrero, 2018, Pérez Álvarez, 2018). Las redes psi-
cológicas suponen y a la vez tienden a homogeneizar los 
síntomas, rasgos, etc., cuando éstos podrían ser cualitati-
vamente distintos, aspecto que requiere de un análisis fe-
nomenológico de sus diferencias cualitativas. Por lo tanto, 
no se debe olvidar nunca que la metodología es la herra-
mienta que nos permite exprimir y potenciar la informa-
ción que se extrae de los datos, no se debe confundir el fin 
con los medios, el método debe estar al servicio de los te-
mas sustantivos y problemas de la psicológica y no a la 
inversa. Como le gustaba recordar a nuestro maestro José 
Luis Pinillos, los datos sin conceptos son ciegos y los con-
ceptos sin datos vacíos. 

 
 

Recapitulación 
 
El propósito de este trabajo fue realizar una introduc-

ción al análisis psicométrico de redes. Se ha tratado de pre-
sentar, de forma sencilla, este fértil acercamiento a los in-
vestigadores y profesionales de la Psicología, esperando 
que les sirva de motivación para seguir profundizando en 
el tema. El análisis de redes ha emergido con la meta de 
dar respuesta a ciertos problemas de los que adolece algu-
nas áreas de la Psicología actual como pudiera ser supera-
ción de la noción de causa latente subyacente a los trastor-
nos de la salud mental. El modelo de redes y su aplicación 
psicométrica, el análisis de redes, representan un avance 
en el abordaje, comprensión y medición de los fenómenos 
psicológicos. Su correcto uso y su utilidad depende del ob-
jetivo de estudio y de los intereses del clínico o el investi-
gador. 

 
El modelo de redes constituye un enfoque prometedor 

en la forma de conceptualizar los fenómenos psicológicos, 
por ejemplo, entendiéndolos como sistemas dinámicos 
complejos. Es esencial para la Psicología incorporar dife-

rentes ópticas y perspectivas que ayuden a repensar, en 
cierto modo, el comportamiento humano, en sentido am-
plio. No cabe duda de que la comprensión y estudio de la 
conducta humana es una labor compleja, donde operan 
una infinita cantidad de variables procedentes de múltiples 
niveles de análisis: biológico, psicológico y social (Fon-
seca-Pedrero et al., 2023; Piazza et al., 2024). En cualquier 
caso, el modelo de redes ayude a cambiar o no el actual 
abordaje epistemológico y metodológico de la Psicología, 
esperemos que sí, al menos se presenta como un nuevo 
enfoque a partir de la cual observar, medir, analizar, com-
prender e intervenir en los fenómenos psicológicos. Ob-
viamente el análisis de redes no se debe ver como algo in-
compatible a los grandes modelos psicométricos (Muñiz, 
2010, 2018), sino como un enfoque complementario con 
otros acercamientos teóricos y metodológicos (Epskamp 
et al., 2017; Marsman et al., 2018).  

 
Muchas líneas de investigación interesantes se abrirán 

paso en los próximos años (Borsboom, 2022). Primero, se-
ría interesante desplazarse hacia modelos de redes multi-
nivel que permitan integrar múltiples niveles de análisis. 
A este respecto, también se tiene que explorar la forma en 
que las variables externas a la propia red (por ejemplo, va-
riables biológicas o sociales) afectan a la estructura y la 
dinámica de la red. Segundo, como ha mencionado ante-
riormente, sería conveniente analizar el comportamiento 
humano desde una perspectiva dinámica (longitudinal), 
personalizada (ideográfica) y contextual (ser-en-el 
mundo). La conducta humana es compleja por naturaleza, 
por lo que su comprensión requiere de modelos más sofis-
ticados que vayan más allá de una visión lineal, estática y 
unicausal que permitan analizar y entender todo el abanico 
de comportamientos que conforman la diversidad humana. 
La evaluación ambulatoria podría ayudar a este fin (Elosua 
et al., 2023; Fonseca-Pedrero et al., 2022). Tercero, se 
debe seguir trabajando en la incorporación de avances psi-
cométricos, como pudieran ser, el desarrollo de nuevos ín-
dices de inferencia, métodos de estimación o el estableci-
miento de guidelines y estándares (Burger et al., 2023). 
Cuarto, sería interesante hacer programas libres más ami-
gables que pudieran ser utilizados por los profesionales de 
la Psicología en su quehacer diario. Quinto, en el horizonte 
también se encuentra la modelización dinámica de redes 
computacionales que permitan refutar teorías. Todas estas 
propuestas facilitarían su implementación tanto en la in-
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vestigación como en la práctica clínica. Futuros estudios 
determinarán la verdadera utilidad y calado del análisis de 
redes en Psicología, queda mucho por hacer, pero, como 
reza el clásico, todas las grandes caminatas empiezan por 
un pequeño paso. 
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Resumen 
 
El uso de modelos matemáticos en Psicología básica ha 
experimentado un crecimiento significativo en los últimos 
años, tanto en la formulación teórica como en el análisis 
de datos. Sin embargo, el incremento de la complejidad de 
estos modelos, sumado a la falta de formación matemática 
en Psicología ha ampliado la brecha entre la investigación 

y la Psicología aplicada, dificultando el acceso a literatura 
experimental a profesionales ajenos a este enfoque. El 
presente artículo expone la aplicación de modelos 
matemáticos empleados en la investigación del paradigma 
del descuento por demora, con el propósito de analizar la 
elección impulsiva y sus implicaciones prácticas en 
contextos del mundo real, buscando familiarizar a los 
lectores con el uso de estos modelos matemáticos en el 
ámbito de la Psicología básica y aplicada. En primer lugar, 
se presenta una breve introducción teórica sobre los 
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modelos matemáticos, incluyendo una breve descripción 
de su proceso de construcción y ajuste. Después se 
presenta el desarrollo y evolución de los diferentes 
modelos matemáticos desarrollados en el paradigma de 
descuento por demora. Más adelante se incluye una guía 
breve para ajustar estos modelos utilizando Excel. Por 

último, se destacan otros modelos de interés y se realiza 
una reflexión sobre los retos que presentan, su 
aplicabilidad y su dirección a futuro. 

 

Palabras clave: Modelos matemáticos; Descuento 
por demora; Análisis cuantitativo de la conducta; Psicolo-
gía. 

 

Abstract 
 
The use of mathematical models in basic psychology has 
experienced significant growth in recent years, both in the-
oretical formulation and data analysis. However, the in-
creasing complexity of these models, combined with the 
lack of mathematical training in psychology, has widened 
the gap between research and applied psychology, making 
it difficult for professionals outside this approach to access 
experimental literature. This article presents the applica-
tion of mathematical models used in research within the 
delay discounting paradigm, with the aim of analyzing im-
pulsive choice and its practical implications in real-world 
contexts. The goal is to familiarize readers with the use of 
these mathematical models in the field of both basic and 
applied psychology. First, a brief theoretical introduction 
to mathematical models is presented, including a short de-
scription of their construction and fitting process. Then, 
the development and evolution of various mathematical 
models designed within the delay discounting paradigm 
are discussed. Next, a short guide is provided on how to 
fit these models using Excel. Finally, other relevant mod-
els are highlighted, along with a reflection on the chal-
lenges they present, their applicability, and future direc-
tions. 

Keywords: Mathematical Models; Delay Discount-
ing; Quantitative Analysis of Behavior; Psychology. 

 

 

 

Introducción 
 
La ciencia busca explicar la realidad (o lo más aproxi-

mado a ella) y, en la medida de lo posible, predecir fenó-
menos con base en hallazgos previos. Una herramienta 
clave para el quehacer científico es el uso de modelos ma-
temáticos, pues permite expandir teorías de manera más 
eficiente que a través de la mera experimentación (Cavag-
naro et al., 2013). Los modelos matemáticos permiten sim-
plificar la realidad de forma que se puedan observar las 
relaciones entre variables claves, sugieren predicciones de 
forma simple y clara, que requerirían de mucha experi-
mentación para llegar a ellas, y permiten explorar escena-
rios complejos de replicar (Cavagnaro et al., 2013). La Psi-
cología, como ciencia, no es la excepción, por lo que el 
uso de modelos matemáticos brinda una herramienta para 
avanzar en el entendimiento de los distintos fenómenos 
psicológicos, con el fin último de entender el comporta-
miento para diseñar estrategias que mejoren el bienestar 
de las personas (Mazur, 2006).  

 
Los modelos matemáticos son una descripción mate-

mática de los procesos psicológicos que presenta un 
avance en términos de precisión respecto a las descripcio-
nes derivadas del modelado verbal (Cavagnaro et al., 
2013; Mazur, 2006). El modelado verbal se refiere al uso 
de explicaciones y predicciones cualitativas basadas en el 
análisis estadístico centrado exclusivamente en la prueba 
de hipótesis y la interpretación de los valores p (Cavag-
naro et al., 2013; véase también Benjamin et al., 2018; 
Wagenmakers et al., 2011). Un ejemplo sería: “las perso-
nas con TDAH que consumen drogas con frecuencia to-
man decisiones más impulsivas que las que no lo hacen”. 
Este enunciado plantea una hipótesis que puede ser pro-
bada, pero no especifica la magnitud de la diferencia. En 
contraste, el modelado matemático no solo permite hacer 
predicciones más precisas, sino también examinar, por 
ejemplo, qué factores están detrás de esas decisiones im-
pulsivas (como la sensibilidad a la magnitud frente a la 
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sensibilidad a la demora); también permite explorar si las 
diferencias son constantes en diferentes contextos, identi-
ficando así elementos clave en las teorías que intentan ex-
plicar diversos fenómenos psicológicos (Cavagnaro et al., 
2013; Mazur, 2006). Es decir, no sólo predeciría qué grupo 
es más impulsivo, sino en qué medida, y qué aspectos con-
textuales podrían aumentar o disminuir esas diferencias. 

 
El uso de modelos matemáticos ha estado presente en 

Psicología desde la década de 1950, sin embargo, los re-
cientes avances tecnológicos han favorecido que cada día 
se construyan y prueben más modelos (Batchelder, 2010; 
Cavagnaro et al., 2013). Entre las ventajas de usar mode-
los, Mazur (2013) identifica: construcción de teorías pre-
cisas y claras; identificación de distinciones teóricas y po-
tenciales aplicaciones; prueba de aspectos específicos de 
la teoría; creación de marcos comunes en los que se des-
criben fenómenos diferentes; y mejora en la comunicación 
entre la Psicología básica y aplicada ya que proporciona 
un marco formal y cuantitativo que facilita la traducción 
de términos teóricos en términos prácticos utilizados en la 
Psicología aplicada. 

 
Existen diferentes tipos de modelos matemáticos, pero 

aquí nos centraremos solo en los modelos algebraicos, de-
bido a que son ampliamente utilizados en Psicología bá-
sica por su versatilidad y ajuste a los datos empíricos. En 
este tipo de modelos se introducen los datos recogidos ex-
perimentalmente y, tras resolver una ecuación, se pueden 
derivar o estimar uno o más parámetros que se interpretan 
desde la teoría psicológica que respalda el modelo. Este 
tipo de modelos son una generalización de la regresión li-
neal, ya que predicen un resultado a partir de una combi-
nación ponderada de las variables de entrada (los datos ex-
perimentales). No obstante, también pueden incluir térmi-
nos no lineales y parámetros que describen de forma ex-
plícita factores psicológicos específicos (Cavagnaro et al., 
2013). La construcción de un modelo, sin embargo, no es 
una tarea sencilla, ya que su formulación debe seguir prin-
cipios teóricos generales bien fundamentados, con base en 
los cuales se describirán y predecirán hallazgos específi-
cos (Killeen, 2023). Una vez que tenemos claros los prin-
cipios teóricos, se plantean las predicciones que debe rea-
lizar nuestro modelo, y se escribe una ecuación que estará 
compuesta por parámetros observables y no observables. 
Los parámetros observables son aquellos que correspon-

den a los datos que podemos obtener experimentalmente, 
mientras que los no observables son aquellos que se deri-
van de los observables, y son precisamente los que nos 
proporcionan la información teórica. Además, es impor-
tante dar cuenta de las pequeñas diferencias que pueda ha-
ber entre sujetos y/o mediciones, es decir, la variabilidad, 
y a la estructura de esa variabilidad se le llamará error (Ca-
vagnaro et al., 2013). 

 
Una vez que se tiene el modelo, se ajustará a distintos 

conjuntos de datos (e.g., los datos de cada participante), lo 
que significa que se buscará que el resultado del modelo 
se parezca lo más posible a los datos – y nunca al revés –, 
de forma que sea posible extraer conclusiones con los pa-
rámetros no observables que derivemos de ellos. En la si-
guiente sección se analizará un ejemplo específico de un 
modelo matemático ampliamente utilizado en la actuali-
dad, el modelo de descuento por demora, empleado para 
medir la impulsividad. Posteriormente, se presentará una 
breve guía sobre cómo ajustar dicho modelo utilizando 
Excel.  

 
Por último, es crucial evaluar constantemente los mo-

delos y comparar diferentes modelos para identificar el 
que mejor explica los datos. Si bien la meta final debería 
ser encontrar el modelo que describe perfectamente los da-
tos, esta es una tarea prácticamente imposible, como lo re-
sumía George E. P. Box en su conocida frase “todos los 
modelos están mal, pero algunos son útiles” (Cavagnaro 
et al., 2013, p. 449; ver, Box, 1976, para la reflexión com-
pleta), por lo que la meta real debería ser encontrar aquel 
que, además de acercarse lo más posible a la verdad, per-
mita avanzar en la teorización del fenómeno, contribu-
yendo así a la mejora de la práctica psicológica. 

 
 

El descuento por demora como ejemplo 
de modelos matemáticos en Psicología  

 
Existe una gran cantidad de modelos matemáticos que 

se usan actualmente en investigación básica y aplicada en 
Psicología (Mazur, 2006). Para ilustrar cómo algunos fe-
nómenos psicológicos pueden estudiarse mediante el 
ajuste de modelos matemáticos, hemos centrado nuestro 
análisis en los modelos de descuento por demora, dado que 
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son unos de los más sencillos, validados y utilizados en la 
disciplina, y que tienen relación con la importante influen-
cia de factores psicológicos en la toma de decisiones y la 
conducta impulsiva (Franck et al., 2015; Vanderveldt et 
al., 2016). 

 
La impulsividad, definida como la preferencia por re-

compensas pequeñas e inmediatas en lugar de grandes 
pero demoradas, es un tema relevante en Psicología, de-
bido a que es una tendencia común en trastornos como el 
TDAH y las adicciones (Evenden, 1999; Rung y Madden, 
2018). Una de las principales variables que controla esta 
preferencia es el tiempo de demora para recibir el reforza-
dor. Existe una relación inversa entre el tiempo de demora 
y el valor subjetivo del reforzador, de forma que a medida 
que el tiempo de entrega aumenta, el valor subjetivo del 
reforzador disminuye. Este fenómeno se conoce como 
descuento por demora. Una mayor sensibilidad a la de-
mora – menor tolerancia al tiempo de espera – está aso-
ciada con un mayor grado de descuento, lo que caracteriza 
al individuo como más impulsivo. Este fenómeno se estu-
dia tanto en seres humanos como en animales no humanos 
mediante tareas en las que el sujeto debe elegir entre dos 
opciones: una que ofrece un reforzador pequeño e inme-
diato y otra que proporciona un reforzador grande, pero 
demorado. El valor de la demora se ajusta de acuerdo con 
diferentes criterios para estudiar cambios en la preferencia 
(Renda et al., 2021; Sosa y dos Santos, 2019; Vanderveldt 
et al., 2016).  

 
Con el objetivo de cuantificar la impulsividad y descri-

bir la relación matemática entre el valor del reforzador y 
la demora, se han desarrollado diversos modelos basados 
en fundamentos teóricos que han evolucionado con la evi-
dencia empírica. Estos modelos se dividen principalmente 
en dos categorías: exponenciales e hiperbólicos, cada uno 
con diferentes supuestos y predicciones.  

 
Los modelos exponenciales fueron los primeros en ser 

adoptados por economistas para estudiar las elecciones de 
los individuos. Estos modelos asumen que el valor del re-
forzador disminuye de manera constante y proporcional 
con cada unidad de tiempo, lo que implica una relación 
lineal entre el valor y la demora (Green y Myerson, 2004, 
2010). La fórmula más básica es la derivada del Modelo 
de Utilidad Descontada (Samuelson, 1937): 

 
𝑉 = 𝐴𝑒*-., 

donde, V representa el valor subjetivo del reforzador 
demorado, medido como el porcentaje de veces que se 
elige la opción demorada; A es la cantidad de la recom-
pensa, medida a través del porcentaje máximo de veces 
que es elegida en ausencia de demora; D es el tiempo de 
demora, que típicamente se mide en segundos, minutos, 
días o meses dependiendo del contexto experimental; y k 
es un parámetro estimado, sin unidad, que representa la 
tasa de descuento. Según este modelo, los individuos man-
tendrán preferencias consistentes en el tiempo, indepen-
dientemente de la cantidad de la recompensa. Sin em-
bargo, este enfoque ha sido criticado porque no considera 
fenómenos observados en las experiencias diarias de las 
personas, como los cambios de preferencia, donde los in-
dividuos modifican sus elecciones dependiendo de la de-
mora o el contexto (Green y Myerson, 1996; Vanderveldt 
et al., 2016). Las personas a menudo planean levantarse 
temprano para hacer ejercicio, pero al sonar la alarma apa-
gan el despertador y optan por seguir durmiendo. Del 
mismo modo, pueden decidir seguir una dieta equilibrada 
para mejorar su salud, pero al llegar a la caja del super-
mercado terminan comprando el dulce estratégicamente 
colocado para tentar a la clientela. Según las predicciones 
de este modelo, si la persona decide la noche anterior que 
se levantará temprano para hacer ejercicio, esa preferencia 
debería permanecer invariable al momento de sonar la 
alarma. De forma similar, la elección de alimentos saluda-
bles debería mantenerse firme incluso cuando el dulce se 
presenta como una recompensa inmediata. Además, el 
modelo supone que la sensibilidad al tiempo es constante, 
lo que no se alinea con los datos empíricos (Green y Myer-
son, 1996). 

 
En contraste, los modelos hiperbólicos, desarrollados 

posteriormente por profesionales de la Psicología, intro-
ducen un enfoque más dinámico. Estos modelos asumen 
que el valor del reforzador no disminuye de manera cons-
tante, sino que varía según la demora. La fórmula más bá-
sica de este enfoque fue propuesta por Mazur (1987): 

 

𝑉 =
𝐴

(1 + 𝑘𝐷), 
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donde, V, A, D y k representan las mismas variables 
que en la ecuación anterior. A diferencia del modelo ex-
ponencial, este modelo predice que la disminución del va-
lor subjetivo será más pronunciada en demoras cortas y se 
atenuará a medida que la demora aumente, estableciendo 
una relación no lineal entre el valor y el tiempo. Además, 
permite predecir preferencias inconsistentes en el tiempo, 
un fenómeno ampliamente observado en los datos experi-
mentales (McKerchar et al., 2009). En este caso, el pará-
metro k es crucial, ya que permite cuantificar el grado de 
impulsividad: valores más altos de k indican mayor prefe-
rencia por recompensas inmediatas, reflejando una mayor 
impulsividad. Esto sucede debido a que, si la diferencia 
entre dos valores de demora genera una disminución sig-
nificativa en la elección de la recompensa demorada, la 
curva de descuento será más pronunciada, resultando en 
un mayor valor del parámetro estimado k. Por ello, a ma-
yor valor de k, mayor impulsividad. Este modelo ofrece la 
ventaja de permitir predecir el punto en el que dos alterna-
tivas tienen el mismo valor subjetivo y, por lo tanto, el 
cambio en la preferencia de los sujetos entre ellas (Sjoberg 
y Johansen, 2018). 

 
Sin embargo, el modelo de Mazur (1987) presenta una 

limitación importante debido a que no considera la mag-
nitud de la recompensa como un factor relevante en la 
elección. Varios estudios han demostrado que las cantida-
des mayores tienden a descontarse de manera menos pro-
nunciada que las cantidades más pequeñas (Green y Myer-
son, 1996; Mitchell, 2017; Raineri y Rachlin, 1993; Tha-
ler, 1981). En otras palabras, el descuento por demora no 
solo depende de la demora, sino también del tamaño de la 
recompensa. 

 
Para superar esta limitación, Myerson y Green (1995) 

propusieron el Modelo Hiperbólico Generalizado, que ex-
tiende el modelo de Mazur (1987) al incluir un parámetro 
adicional que captura la sensibilidad subjetiva al tiempo. 
La fórmula de este modelo es la siguiente: 

 

𝑉 =
𝐴

(1 + 𝑘𝐷)/, 

donde, s es un parámetro estimado adicional que ajusta 
la sensibilidad al valor de la demora. Cuando s = 1, el mo-
delo se reduce al de Mazur (1987), pero valores menores 

de s permiten representar una percepción más compleja 
del tiempo y de la magnitud de la recompensa. Este mo-
delo asume que la percepción del tiempo y de la magnitud 
de la recompensa no es lineal, sino que varía de manera 
subjetiva según el individuo y el contexto. Al incluir s, el 
modelo se vuelve más flexible y puede capturar patrones 
de comportamiento que los modelos anteriores no logra-
ban explicar, como la menor tasa de descuento observada 
con recompensas más grandes (Ballard et al., 2023; 
McKerchar et al., 2009). 

 
Figura 1 
 
Comparación de las funciones matemáticas derivadas de los 
modelos Exponencial e Hiperbólico 
 

 
Nota. Predicciones que se derivarían del mismo conjunto 
hipotético de datos de descuento por demora. 

 
La Figura 1 muestra una comparación de las funciones 

matemáticas derivadas de estos tipos modelos, ilustrando 
cómo los cambios en los supuestos teóricos afectan las 
predicciones sobre el comportamiento. Al analizar el com-
portamiento impulsivo, es esencial seleccionar el modelo 
adecuado, ya que cada uno ofrece diferentes conclusiones 
sobre los mecanismos que subyacen a las elecciones inter-
temporales.  

 
A pesar de que el Modelo Hiperbólico Generalizado 

(Myerson y Green, 1995) ofrece importantes ventajas teó-
ricas y empíricas, el modelo de Mazur (1987) sigue siendo 
el más ampliamente utilizado en Psicología, tanto en el 
ámbito experimental como en el clínico (Vanderveldt et 
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al., 2016). Esto se debe a que el modelo de Mazur logra un 
equilibrio óptimo entre precisión explicativa y parsimonia, 
lo que lo hace más accesible y práctico para su aplicación 
en una variedad de contextos psicológicos. Aunque los 
modelos más avanzados, como el Hiperbólico Generali-
zado, pueden proporcionar un mejor ajuste a los datos en 
ciertos casos, no siempre son necesarios para describir fe-
nómenos básicos de descuento temporal (Green y Myer-
son, 2004). Esto refuerza la idea de que el modelo de Ma-
zur (1987) es una herramienta altamente eficiente, espe-
cialmente en estudios centrados en análisis grupales o ex-
ploratorios. Su amplia aceptación refleja la preferencia de 
las personas psicólogas por modelos que ofrezcan una 
combinación equilibrada de simplicidad, facilidad de apli-
cación y capacidad predictiva, consolidándolo como una 
opción estándar en el estudio de las elecciones impulsivas. 
Sin embargo, siempre es recomendable elegir el modelo 
que describa mejor los datos en cuestión (Franck et al., 
2015). 
 

 
Aplicaciones de los modelos  

matemáticos de descuento por demora 
fuera del laboratorio 

 
Las condiciones controladas de laboratorio son ideales 

para construir y probar modelos matemáticos que den 
cuenta del comportamiento, ya que permiten aislar las va-
riables relevantes, así como modificar los parámetros del 
modelo reduciendo potenciales fuentes de error. Sin em-
bargo, la utilidad y poder explicativo de los modelos ma-
temáticos en Psicología trasciende los contextos de labo-
ratorio. 

 
Para ilustrar la aplicación e interpretación del modelo 

hiperbólico de Mazur (1987), consideremos de manera hi-
potética su uso en una tarea de descuento por demora para 
analizar si los adolescentes con TDAH que consumen dro-
gas son más impulsivos que aquellos que no lo hacen. 
Como resultado obtendríamos una k por cada sujeto o 
grupo. Si el grupo con consumo de drogas obtuviera una 
k = 0.30 frente a una k = 0.15 en el grupo sin consumo, se 
podría concluir que el primero muestra una mayor 
impulsividad, con una mayor sensibilidad a la demora, y, 

por lo tanto, un comportamiento más controlado por 
reforzadores inmediatos.  

 
De forma similar, Reed y Martens (2011) demostraron 

cómo el modelo hiperbólico puede aplicarse en el ámbito 
educativo para evaluar la efectividad de distintos reforza-
dores en estudiantes durante tareas académicas. En su es-
tudio, los participantes obtenían puntos por completar una 
tarea de matemáticas, los cuales podían ser canjeados in-
mediatamente o tras una demora de 24 horas. Los resulta-
dos revelaron que los reforzadores demorados eran menos 
efectivos en estudiantes con valores altos de k, destacando 
la necesidad de considerar la impulsividad al diseñar es-
trategias de intervención educativa. 

 
Además, numerosos trabajos han trasladado estos mo-

delos al ámbito aplicado, abordando problemáticas socia-
les y de salud. Estudios como los de Howatt et al. (2019) 
han destacado la relación entre la adherencia a hábitos sa-
ludables, como la dieta mediterránea, y el autocontrol, su-
giriendo que las tasas de descuento podrían utilizarse para 
identificar poblaciones en riesgo que requieren interven-
ciones específicas. Del mismo modo, Albrecht e Iyengar 
(2021) demostraron que la comprensión de los mecanis-
mos de descuento es clave para desarrollar estrategias de 
tratamiento y políticas públicas efectivas frente a proble-
mas complejos como la obesidad infantil y el consumo de 
tabaco, conectando la Psicología, la economía y la salud 
pública. Finalmente, Berry et al. (2019) encontraron que 
pasar tiempo en entornos naturales en la ciudad reduce las 
tasas de descuento en decisiones relacionadas con la cali-
dad del aire, sugiriendo que incorporar espacios verdes en 
áreas urbanas puede fomentar comportamientos más 
orientados al futuro relacionados con la salud ambiental y 
pública. 

 
En conjunto, estos ejemplos demuestran la relevancia 

de trasladar conceptos y herramientas de la Psicología bá-
sica a aplicaciones prácticas, mostrando que los modelos 
matemáticos no solo permiten comprender fenómenos 
conductuales básicos, sino que también son una herra-
mienta valiosa para diseñar intervenciones que impacten 
positivamente en la calidad de vida individual y social. 
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Guía breve para ajustar el modelo de 
Mazur (1987) usando Excel 

 
Aquí presentamos una breve guía sobre cómo ajustar 

un modelo por primera vez, utilizando la función solver9  
en Microsoft Excel. La guía está diseñada para aquellas 
personas que no están familiarizadas con el uso de mode-
los, pero que desean empezar a trabajar con ellos. 

 
Preparando los datos 

 
Antes de proceder a ajustar un modelo es fundamental 

recordar que, si bien los modelos matemáticos son herra-
mientas para mejorar la comprensión de los datos, no sus-
tituyen a los mismos. Por ello, es indispensable contar con 
una base de datos recogidos con rigor científico, así como 
comprensión profunda de los mismos para interpretar ade-
cuadamente los resultados del modelo. En el ejemplo 
desarrollado en esta guía, se trabajará con datos hipotéti-

 
9 Para activar la herramienta solver es recomendable 
consultar la página de soporte de Microsfot Office: 
https://support.microsoft.com/es-es/office/carga-del-

cos de descuento por demora, para aplicar el Modelo Hi-
perbólico de Mazur (1987), abordado en la sección ante-
rior. 

 
Imaginemos que se ha preguntado en repetidas ocasio-

nes a una persona si preferiría 1 euro ahora o 100 euros 
después de un tiempo determinado. Los datos hipotéticos 
correspondientes se muestran en las columnas B y C de la 
Figura 2. Se puede observar que entre 1 euro ahora y 100 
euros en 1 mes, la persona elegiría los 100 euros en el 
98 % de las ocasiones. Sin embargo, ante la misma com-
paración, pero aumentando la demora a 48 meses para los 
100 euros (1 euro ahora vs., 100 euros en 48 meses) la per-
sona elegiría los 100 euros en el 25 % de las ocasiones. 
Adicionalmente, en la Figura 2 (columnas I a N), los mis-
mos datos hipotéticos han sido representados gráfica-
mente (círculos blancos), lo que permite evaluar visual-
mente el ajuste del modelo. Se debe considerar que, dado 
que los círculos blancos representan los datos, estos deben 
mantenerse igual durante todo el ejercicio. 

complemento-solver-en-excel-2016-612926fc-d53b-46b4-
872c-e24772f078ca#OfficeVersion=Windows. 

Figura 2 
 
Preparación de los datos en Excel 
 

 

Nota. Datos hipotéticos. Libro de Excel disponible en: https://osf.io/d2jgb/. 
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Entendiendo el modelo 
 
Una vez organizados los datos en Excel, se deben iden-

tificar los parámetros del modelo y cómo se relacionan con 
los datos reales. En este ejemplo se usará el modelo hiper-
bólico de Mazur (1987), el cual, como se ha mencionado 
previamente, requiere de tres parámetros para calcular el 
valor subjetivo de una recompensa (V). El modelo se 
puede presentar así:  

V = A/(1+kD). 
 

En este caso, el valor de la recompensa (V) se medirá 
como el porcentaje de veces que la persona elige los 100 
euros (columna C, Figura 2). Si el valor de 100 euros per-
manece intacto, debido a que se entrega de forma inme-
diata (demora, D = 0), esta opción debería ser elegida en 
todas las ocasiones (100 %). Por lo tanto, el parámetro A, 
que representa el máximo porcentaje de elección, será 
igual a 100 (%). Esto se puede comprobar realizando los 
siguientes cálculos: 

 
V = 100/(1+k*0) = 100/1 = 100, 

 
siendo en este caso D = 0 porque se entregó el reforza-

dor de forma inmediata, lo cual implica que no es necesa-
rio conocer el valor de k para calcular el denominador, ya 
que cualquier número multiplicado por cero resulta en 
cero, y 1 + 0 = 1; de forma que 100/1 = 100. 

 

Una vez comprobado que los cálculos son adecuados, 
se procede a ajustar el modelo. Para determinar el valor 
hipotético de V, contamos con dos parámetros conocidos: 
A y D. El parámetro A corresponde siempre al máximo 
porcentaje de elección en ausencia de demora (100), mien-
tras que D corresponde a los datos en la columna B. Sin 
embargo, aún es necesario calcular el valor de k. Dado que 
es la primera vez que se trabaja con este modelo, y con un 
fin didáctico, inicialmente se explorará el valor de k de 
manera manual, probando diferentes valores. Posterior-
mente, se automatizará el ajuste empleando la herramienta 
solver de Excel. 

 
Comenzaremos con un valor inicial de k = 0.02 (celda 

“C13”, Figura 3A), que al ser un valor muy pequeño de-
bería generar una curva con una pendiente muy poco pro-
nunciada. A continuación, se insertará una fórmula en la 
celda “D5”, como se muestra en la Figura 3A: 
“= 100/(1+($C$13*B5))”. En esta fórmula, los símbolos 
de dólar “$” indican que la fórmula debe usar siempre la 
celda C13, que corresponde a nuestra k = 0.02, la cual 
multiplicará a la demora registrada en la celda B5 (Figura 
3A). Tras insertar esta fórmula, se procederá a arrastrarla 
hacia abajo, de forma que se calcule el mismo dato para 
las seis demoras, teniendo en cuenta que k siempre va a 
estar en C13, pero D va a ir cambiando de fila (D6, 
D7…D10). El resultado debe verse como se muestra en la 
Figura 3B. Si se grafican estos datos (línea punteada, Fi-

Figura 3 
 
Ajuste del modelo con una k pequeña 
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gura 3C), se observará que la curva empieza en el mismo 
lugar que los datos reales, pero que no se sobrepone al 
resto de los datos. Esto indica que el modelo, cuando 
k = 0.02, no se ajusta adecuadamente a nuestros datos. 

 
Ya se ha comprobado que k = 0.02 es demasiado pe-

queña, por lo que se utilizará un valor de k más grande, 
como por ejemplo k = 0.5 (celda C14, Figura 4). En este 
caso, se insertará una fórmula similar a la anterior, pero 
esta vez iniciando en la celda E5, y utilizando “$C$14” 
para incluir k = 0.5 en la fórmula. Una vez hecho esto, y 
habiendo arrastrado la fórmula hasta E10, se deberían ob-
tener los datos mostrados en la Figura 4. En la gráfica de 
la Figura 4 (línea discontinua), se observa que el modelo 
tampoco logra un ajuste adecuado a los datos reales, ya 
que la curva generada se encuentra por debajo de estos.  
 

Con estos dos ejemplos, hemos ilustrado cómo la 
forma de la curva varía al modificar el valor de k; sin em-
bargo, aún no hemos identificado un valor que propor-
cione un buen ajuste. Aunque sería posible encontrarlo 
mediante ensayo y error, este método resultaría demasiado 
tedioso. Por ello, utilizaremos la herramienta solver, dis-
ponible en el menú de Datos de Excel. 

 

 
 

Ajuste del modelo usando la técnica de 
mínimos cuadrados y solver 

 
Como se ha mencionado previamente, ajustar un mo-

delo implica que los valores obtenidos con el modelo sean 
lo más parecidos posible a los datos reales, y para ello uti-
lizaremos la técnica estadística de los mínimos cuadrados 
(ver pp. 117-118 en Pardo y San Martín, 2004). Comenza-
remos con un valor de k intermedio entre los dos probados 
previamente, por ejemplo, k = 0.25, (celda C15, Figura 
5C). En la columna F, se insertará la fórmula que hemos 
usado anteriormente, pero usando C15 para el valor de k 
(Figura 5A). A continuación, se calcularán las diferencias 
al cuadrado. Para ello, en la columna G, se restará el por-
centaje de elección (columna C), menos el valor de V ob-
tenido con k = 0.25 (columna F), y el resultado se elevará 
al cuadrado: =(C5-F5)^2, como se muestra en la figura 5B. 
Por último, se sumarán esas diferencias al cuadrado y el 
resultado se colocará en la celda D15 (Figura 5C). La téc-
nica de los mínimos cuadrados consiste en minimizar esta 
suma, buscando que el resultado sea lo más pequeño posi-
ble, lo que indicará un mejor ajuste del modelo a los datos.  

Figura 4 
 
Ajuste del modelo con una k grande 
 

 

 
 

 
 



 
 

 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 101-114. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43727 

 
110 

Figura 5 
 
Ajuste del modelo y cálculo de la suma de la diferencia de 
cuadrados 
 

 

 
 

 
Para realizar el análisis, se accederá al menú Datos y 

se seleccionará la herramienta solver, lo que abrirá la ven-
tana mostrada en la Figura 6. Se establecerá como celda 

objetivo D15, donde se encuentra la suma de las diferen-
cias de los cuadrados, y se seleccionará “Min”, para indi-
car que se busque el mínimo valor posible que aparece en 
esa celda. En el campo “Cambiando las celdas de varia-
bles:”, se seleccionará la celda C15, de manera que solver 
modifique el valor de esta celda. Finalmente, se hará clic 
en el botón “resolver”, y tras aceptar la solución de solver, 
se observará como ahora el resultado es una k = 0.11. El 
procedimiento seguido por solver consiste en probar dis-
tintos valores de k (C15) hasta encontrar aquel en el que el 
valor de D15 sea lo más pequeño posible, logrando así el 
mejor ajuste posible del modelo. 
 

Al graficar los valores obtenidos en la columna F, que 
representan las predicciones del modelo cuando k = 0.11, 
se observa que se aproximan considerablemente a los da-
tos reales (línea continua, Figura 7). Para evaluar con ma-
yor precisión el grado de ajuste entre los datos observados 
y los predichos, se calcula el coeficiente de determinación 
(R2) utilizando la fórmula “=COEFICIENTE.R2”, en Ex-
cel). Este coeficiente indica la proporción de variabilidad 
de los datos que es explicada por el modelo. Un valor de 
R2 = 1 implica que el modelo explica la totalidad de la va-
riabilidad, por lo que cuanto más cercano sea el valor a 1, 
mejor será el ajuste del modelo. En este caso, se obtiene 

Figura 6 
 
Ventana de solver en Excel 
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un R2 = 0.95, lo que confirma que el modelo tiene un buen 
ajuste. 

 
Figura 7 
 
Comparación de ajustes del modelo usando tres valores 
distintos de k 
 

 
 

Nota. El valor de “X” es 0,11, como se ha calculado usando 
solver. 

 
 

 

Otros modelos matemáticos de interés 
 

A lo largo de este artículo, hemos utilizado los modelos 
destinados a medir la elección impulsiva, como el de des-
cuento temporal, para ilustrar la aplicación de modelos 
matemáticos en Psicología. No obstante, estos representan 
solo una parte de las herramientas disponibles, ya que la 
disciplina cuenta con una amplia variedad de modelos di-
señados para explorar diferentes dimensiones del compor-
tamiento.  

 
Entre los muchos existentes, queremos destacar dos 

modelos de utilización actual: el modelo del valor esencial 
del reforzador (Hursh y Silberberg, 2008) y el de la ley de 
igualación temporalmente ponderada (TWML; Shahan, 
2022). El primero, desarrollado en el marco de la econo-
mía conductual, evalúa la capacidad de un reforzador para 
elicitar y mantener una respuesta en función de su coste. 
Este enfoque utiliza curvas de demanda para modelar la 

relación entre el consumo del reforzador y el esfuerzo ne-
cesario para obtenerlo, determinando así su valor esencial 
(Strickland y Lacy, 2020). El modelo de demanda expo-
nencial de Hursh y Silberberg (2008) cuantifica este valor 
mediante un parámetro estimado, donde menores valores 
reflejan una mayor demanda, independiente de la presen-
cia de reforzadores alternativos. Ha sido aplicado en con-
textos como la comparación de la demanda de sustancias, 
por ejemplo, tabaco frente a sustitutos como parches de 
nicotina, contribuyendo significativamente al estudio del 
abuso de sustancias y otros problemas clínicos. Por su 
parte, la TWML explica y predice el estallido de extinción, 
un aumento temporal en la tasa de respuesta al inicio de 
un procedimiento de extinción antes de que el comporta-
miento disminuya. Este modelo amplía la ley de iguala-
ción clásica al dar mayor peso a las experiencias recientes, 
calculando el valor dinámico de los comportamientos que 
compiten por un reforzador. Este modelo muestra cómo la 
tasa de respuesta depende del valor del comportamiento 
objetivo y de factores que compiten por el tiempo del or-
ganismo. Aunque su validación empírica sigue en desarro-
llo, la TWML ofrece un marco prometedor para predecir 
conductas disruptivas en el contexto de intervenciones di-
señadas para disminuir ciertos comportamientos (Fisher et 
al., 2022). 

 
 

Comentarios finales 
 
El uso de modelos matemáticos en Psicología, a pesar 

de su larga historia y utilidad para analizar la influencia de 
variables críticas, no ha conseguido ser una estrategia do-
minante en el tratamiento de los datos en Psicología. Esto 
puede atribuirse a que todavía su uso se enfrenta a diversos 
retos relacionados con su ajuste y su implementación. Un 
desafío importante es la falta de bases de datos exhaustivas 
que permitan probar y validar modelos con un rango am-
plio de condiciones experimentales. Esto puede llevar al 
uso de valores hipotéticos (e.g., demoras en los modelos 
de descuento por demora) en lugar de datos reales, lo que, 
si bien facilita los ajustes iniciales, limita la generalización 
de los resultados. Asimismo, la elección del método de 
ajuste, como los mínimos cuadrados, presenta sus limita-
ciones. El método de mínimos cuadrados es el más am-
pliamente utilizado debido a que es más accesible y fácil 
de implementar con conocimientos básicos. Sin embargo, 
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su simplicidad estadística puede comprometer la robustez 
de los análisis, ya que no permite calcular intervalos de 
confianza con precisión (Busemeyer y Diederich, 2014; 
Myung, 2003). Por otro lado, diseñar experimentos para 
discriminar entre modelos similares puede resultar parti-
cularmente complejo, especialmente cuando pequeñas di-
ferencias en los datos pueden favorecer un modelo sobre 
otro. De esta forma, resulta esencial entender que los mo-
delos no ofrecen explicaciones perfectas, sino aproxima-
ciones, por lo que las conclusiones deben fundamentarse 
en la teoría (Killeen, 2023). Por último, un desafío aso-
ciado a las competencias de las personas psicólogas radica 
en que la expansión y mejora de los modelos requiere tanto 
habilidades matemáticas avanzadas como acceso a recur-
sos tecnológicos especializados, lo que limita su imple-
mentación a un porcentaje reducido de profesionales en el 
ámbito de la Psicología (Cavagnaro et al., 2013; Mazur, 
2006). 

 
Estas barreras dificultan la integración más amplia de 

los modelos matemáticos en la Psicología. No obstante, 
superarlas permite aprovechar plenamente su potencial 
como herramientas fundamentales para analizar variables 
críticas, validar teorías y operativizar conceptos psicológi-
cos de manera cuantitativa, lo que facilita realizar predic-
ciones precisas e incluso, en ocasiones, contraintuitivas. 
Un ejemplo destacado es el presentado en este artículo, el 
modelo de descuento por demora, que ilustra cómo estas 
herramientas pueden aplicarse tanto en la investigación 
básica como en áreas aplicadas, ofreciendo un marco ro-
busto para comprender la impulsividad y la toma de deci-
siones. Este artículo busca contribuir a superar las barreras 
relacionadas con las competencias de los estudiantes y 
profesionales en Psicología, ya que ello no solo impulsaría 
la investigación hacia direcciones innovadoras, sino que 
también reforzaría el valor de los modelos matemáticos 
como un puente entre los datos empíricos, las teorías psi-
cológicas y su aplicación en áreas aplicadas. 
 
 
 
 
 
 
 

Referencias 
 
Albrecht, N. M. y Iyengar, B. S. (2021). Pediatric 

Obesity: An Economic Perspective. Frontiers in 
Public Health, 8, Artículo 619647. 
https://doi.org/10.3389/fpubh.2020.619647 

 
Ballard, T., Luckman, A. y Konstantinidis, E. (2023). A 

Systematic Investigation into the Reliability of 
inter-Temporal Choice Model Parameters. 
Psychonomic Bulletin & Review, 30(4), 1294–
1322. https://doi.org/10.3758/s13423-022-02241-7 

 
Batchelder, W. H. (2010). Mathematical Psychology. 

WIREs Cognitive Science, 1(5), 759–765. 
https://doi.org/10.1002/wcs.46 

 
Benjamin, D. J., Berger, J. O., Johannesson, M., Nosek, 

B. A., Wagenmakers, E.-J., Berk, R., Bollen, K. A., 
Brembs, B., Brown, L., Camerer, C., Cesarini, D., 
Chambers, C. D., Clyde, M., Cook, T. D., De 
Boeck, P., Dienes, Z., Dreber, A., Easwaran, K., 
Efferson, C., … Johnson, V. E. (2018). Redefine 
statistical significance. Nature Human Behaviour, 
2(1), 6–10. https://doi.org/10.1038/s41562-017-
0189-z 

 
Berry, M. S., Repke, M. A. y Conway, L. G. (2019). 

Visual Exposure to Natural Environments 
Decreases Delay Discounting of Improved Air 
Quality. Frontiers in Public Health, 7, Artículo 
308. https://doi.org/10.3389/fpubh.2019.00308 

 
Box, G. E. P. (1976). Science and Statistics. Journal of 

the American Statistical Association, 71(356), 791–
799. 
https://doi.org/10.1080/01621459.1976.10480949 

 
Busemeyer, J. R. y Diederich, A. (2014). Estimation and 

Testing of Computational Psychological Models. 
En P. W. Glimcher y E. Fehr (Eds.), 
Neuroeconomics (pp. 49–61). Elsevier. 
https://doi.org/10.1016/B978-0-12-416008-
8.00004-8 

 

https://doi.org/10.3389/fpubh.2020.619647
https://doi.org/10.3758/s13423-022-02241-7
https://doi.org/10.1002/wcs.46
https://doi.org/10.1038/s41562-017-0189-z
https://doi.org/10.1038/s41562-017-0189-z
https://doi.org/10.3389/fpubh.2019.00308
https://doi.org/10.1080/01621459.1976.10480949
https://doi.org/10.1016/B978-0-12-416008-8.00004-8
https://doi.org/10.1016/B978-0-12-416008-8.00004-8


 
 
 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22 nº. 1, 101-114. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43727 113 

Cavagnaro, D. R., Myung, J. I. y Pitt, M. A. (2013). 
Mathematical Modeling. En T. D. Little (Ed.), The 
Oxford Handbook of Quantitative Methods (Vol. 
1): Foundations (pp. 438–453). Oxford University 
Press. 

 
Evenden, J. L. (1999). Varieties of Impulsivity. 

Psychopharmacology, 146(4), 348–361. 
https://doi.org/10.1007/PL00005481 

 
Fisher, W. W., Greer, B. D., Mitteer, D. R. y Fuhrman, 

A. M. (2022). Translating Quantitative Theories of 
Behavior into Improved Clinical Treatments for 
Problem Behavior. Behavioural Processes, 198, 
Artículo 104639. 
https://doi.org/10.1016/j.beproc.2022.104639 

 
Franck, C. T., Koffarnus, M. N., House, L. L. y Bickel, 

W. K. (2015). Accurate Characterization of Delay 
Discounting: A multiple Model Approach Using 
Approximate Bayesian Model Selection and a 
Unified Discounting Measure. Journal of the 
Experimental Analysis of Behavior, 103(1), 218–
233. https://doi.org/10.1002/jeab.128 

 
Green, L. y Myerson, J. (1996). Exponential Versus 

Hyperbolic Discounting of Delayed Outcomes: 
Risk and Waiting Time. American Zoologist, 36(4), 
496–505. https://doi.org/10.1093/icb/36.4.496 

 
Green, L. y Myerson, J. (2004). A Discounting 

Framework for Choice With Delayed and 
Probabilistic Rewards. Psychological Bulletin, 
130(5), 769–792. https://doi.org/10.1037/0033-
2909.130.5.769 

 
Green, L. y Myerson, J. (2010). Experimental and 

Correlational Analyses of Delay and Probability 
Discounting. En G. J. Madden y W. K. Bickel 
(eds.), Impulsivity: The Behavioral and 
Neurological Science of Discounting. (pp. 67–92). 
American Psychological Association. 
https://doi.org/10.1037/12069-003 

 
Howatt, B. C., Muñoz Torrecillas, M. J., Cruz Rambaud, 

S. yTakahashi, T. (2019). A New Analysis on Self-

Control in Intertemporal Choice and Mediterranean 
Dietary Pattern. Frontiers in Public Health, 7, 
Artículo 165 
https://doi.org/10.3389/fpubh.2019.00165 

 
Hursh, S. R. y Silberberg, A. (2008). Economic Demand 

and Essential Value. Psychological Review, 115(1), 
186–198. https://doi.org/10.1037/0033-
295X.115.1.186 

 
Killeen, P. R. (2023). Theory of Reinforcement 

Schedules. Journal of the Experimental Analysis of 
Behavior, 120, 289–319. 
https://doi.org/10.1002/jeab.880 

 
Mazur, J. E. (1987). An Adjusting Procedure for 

Studying Delayed Reinforcement. En M. L. 
Commons, J. E. Mazur, J. A. Nevin y H. Rachlin 
(Eds.), The Effect of Delay and of Intervening 
Events on Reinforcement Value (pp. 55–73). 
Erlbaum. 

 
Mazur, J. E. (2006). Mathematical Models and the 

Experimental Analysis of Behavior. Journal of the 
Experimental Analysis of Behavior, 85(2), 275–
291. https://doi.org/10.1901/jeab.2006.65-05 

 
McKerchar, T. L., Green, L., Myerson, J., Pickford, T. 

S., Hill, J. C. y Stout, S. C. (2009). A Comparison 
of Four Models of Delay Discounting in Humans. 
Behavioural Processes, 81(2), 256–259. 
https://doi.org/10.1016/j.beproc.2008.12.017 

 
Mitchell, S. H. (2017). Devaluation of Outcomes Due to 

Their Cost: Extending Discounting Models Beyond 
Delay. En J. R. Stevens (Ed.), Impulsivity: How 
Time and Risk Influence Decision Making (pp. 
145–161). Springer. https://doi.org/10.1007/978-3-
319-51721-6_5 

 
Myerson, J. y Green, L. (1995). Discounting of Delayed 

Rewards: Models of Individual Choice. Journal of 
the Experimental Analysis of Behavior, 64(3), 263–
276. https://doi.org/10.1901/jeab.1995.64-263 

 

https://doi.org/10.1007/PL00005481
https://doi.org/10.1016/j.beproc.2022.104639
https://doi.org/10.1002/jeab.128
https://doi.org/10.1093/icb/36.4.496
https://doi.org/10.1037/0033-2909.130.5.769
https://doi.org/10.1037/0033-2909.130.5.769
https://doi.org/10.1037/12069-003
https://doi.org/10.3389/fpubh.2019.00165
https://doi.org/10.1037/0033-295X.115.1.186
https://doi.org/10.1037/0033-295X.115.1.186
https://doi.org/10.1002/jeab.880
https://doi.org/10.1901/jeab.2006.65-05
https://doi.org/10.1016/j.beproc.2008.12.017
https://doi.org/10.1007/978-3-319-51721-6_5
https://doi.org/10.1007/978-3-319-51721-6_5
https://doi.org/10.1901/jeab.1995.64-263


 
 

 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 101-114. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43727 

 
114 

Myung, I. J. (2003). Tutorial on Maximum Likelihood 
Estimation. Journal of Mathematical Psychology, 
47(1), 90–100. https://doi.org/10.1016/S0022-
2496(02)00028-7 

 
Pardo, A. y Castellanos, R. S. M. (2004). Análisis de 

Datos en Psicología II [Data Analysis in 
Psychology II]. Pirámide. 

 
Raineri, A. y Rachlin, H. (1993). The Effect of Temporal 

Constraints on the Value of Money and Other 
Commodities. Journal of Behavioral Decision 
Making, 6(2), 77–94. 
https://doi.org/10.1002/bdm.3960060202 

 
Reed, D. D. y Martens, B. K. (2011). Temporal 

Discounting Predicts Student Responsiveness to 
Exchange Delays in a Classroom Token System. 
Journal of Applied Behavior Analysis, 44(1), 1–18. 
https://doi.org/10.1901/jaba.2011.44-1 

 
Renda, C. R., Rung, J. M., Peck, S. y Madden, G. J. 

(2021). Reducing Impulsive Choice VII: Effects of 
Duration of Delay-Exposure Training. Animal 
Cognition, 24(1), 11–21. 
https://doi.org/10.1007/s10071-020-01412-0 

 
Rung, J. M. y Madden, G. J. (2018). Experimental 

Reductions of Delay Discounting and Impulsive 
Choice: A Systematic Review and Meta-Analysis. 
Journal of Experimental Psychology: General, 
147(9), 1349–1381. 
https://doi.org/10.1037/xge0000462 

 
Samuelson, P. A. (1937). A Note on Measurement of 

Utility. The Review of Economic Studies, 4(2), 155–
161. https://doi.org/10.2307/2967612 

 
Shahan, T. A. (2022). A Theory of the Extinction Burst. 

Perspectives on Behavior Science, 45(3), 495–519. 
https://doi.org/10.1007/s40614-022-00340-3 

 
Sjoberg, E. A. y Johansen, E. B. (2018). Impulsivity or 

Sub-optimal Reward Maximization in Delay 
Discounting? A Critical Discussion. Human 

Ethology Bulletin, 33(2), 22–36. 
https://doi.org/10.22330/heb/332/022-036 

 
Sosa, R. y dos Santos, C. V. (2019). Toward a Unifying 

Account of Impulsivity and the Development of 
Self-Control. Perspectives on Behavior Science, 
42(2), 291–322. https://doi.org/10.1007/s40614-
018-0135-z 

 
Strickland, J. C. y Lacy, R. T. (2020). Behavioral 

Economic Demand as a Unifying Language for 
Addiction Science: Promoting Collaboration and 
Integration of Animal and Human Models. 
Experimental and Clinical Psychopharmacology, 
28(4), 404–416. 
https://doi.org/10.1037/pha0000358 

 
Thaler, R. (1981). Some Empirical Evidence on 

Dynamic Inconsistency. Economics Letters, 8(3), 
201–207. https://doi.org/10.1016/0165-
1765(81)90067-7 

 
Vanderveldt, A., Oliveira, L. y Green, L. (2016). Delay 

Discounting: Pigeon, Rat, Human—does it Matter? 
Journal of Experimental Psychology: Animal 
Learning and Cognition, 42(2), 141–162. 
https://doi.org/10.1037/xan0000097 

 
Wagenmakers, E. J., Wetzels, R., Borsboom, D. y van 

der Maas, H. L. J. (2011). Why Psychologists Must 
Change the Way They Analyze Their Data: The 
Case of Psi: Comment on Bem (2011). Journal of 
Personality and Social Psychology, 100(3), 426–
432. https://doi.org/10.1037/a0022790 

https://doi.org/10.1016/S0022-2496(02)00028-7
https://doi.org/10.1016/S0022-2496(02)00028-7
https://doi.org/10.1002/bdm.3960060202
https://doi.org/10.1901/jaba.2011.44-1
https://doi.org/10.1007/s10071-020-01412-0
https://doi.org/10.1037/xge0000462
https://doi.org/10.2307/2967612
https://doi.org/10.1007/s40614-022-00340-3
https://doi.org/10.22330/heb/332/022-036
https://doi.org/10.1007/s40614-018-0135-z
https://doi.org/10.1007/s40614-018-0135-z
https://doi.org/10.1037/pha0000358
https://doi.org/10.1016/0165-1765(81)90067-7
https://doi.org/10.1016/0165-1765(81)90067-7
https://doi.org/10.1037/xan0000097
https://doi.org/10.1037/a0022790


 
 
 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 115–136. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43231 115 

 

CREDIBILIDAD O BARBARIE: CÓMO LA CRISIS DE 
REPLICABILIDAD HA DESATADO UNA REVOLUCIÓN EN 

PSICOLOGÍA Y OTRAS CIENCIAS 
 

CREDIBILITY OR BARBARISM: HOW THE REPLICATION 
CRISIS SPARKED A REVOLUTION IN PSYCHOLOGY AND 

OTHER SCIENCES 
 

 ÓSCAR LECUONA1, GUIDO CORRADI2,  
ARIADNA ANGULO-BRUNET3 Y EDUARDO GARCÍA-GARZÓN4 

 
  
Cómo referenciar este artículo/How to reference this article: 

Lecuona, O., Corradi, G., Angulo-Brunet, A. y García-Garzón, E. (2025). Credibilidad o barbarie: Cómo la crisis 
de replicabilidad ha desatado una revolución en Psicología y otras ciencias [ Credibility or Barbarism: How 
the Replication Crisis Sparked a Revolution in Psychology and Other Sciences] .  Acción Psicológica, 22(1), 
115–136. https://doi.org/10.5944/ap.22.1.43231 

 
 

Resumen 
 
La ciencia actual vive tiempos críticos y revolucionarios. 
El surgimiento de la “crisis de replicación” ha supuesto un 
reto estructural histórico, junto con mala praxis científica 
y problemas derivados con una estructura de incentivos 
perversa en el sistema de publicaciones. Como respuesta, 
se han iniciado diversas reformas en la comunidad 
científica conocidas como la “revolución de la 

credibilidad”. En este artículo revisamos estos sucesos, su 
cronología, características principales, y su relación entre 
ellos. De esta forma, buscamos divulgar y formar a los 
lectores en estos aspectos. Además, proponemos nuevas 
Buenas Prácticas de Investigación de la comunidad 
científica en Psicología y otras ciencias para producir y 
consumir una ciencia más replicable y creíble. En 
definitiva, concienciar y formar parte de una mejor 
comunidad científica para los retos del siglo XXI. 
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credibilidad; Prácticas cuestionables de investigación; 
Meta-ciencia; Ciencia abierta. 

 

Abstract 
 
Current science is experiencing critical and revolutionary 
times. The emergence of the "replication crisis" has posed 
a historical structural challenge, alongside issues of scien-
tific malpractice and problems stemming from a perverse 
incentive structure in scientific publishing. In response, 
various reforms have been engaged within the scientific 
community, known as the "credibility revolution". This ar-
ticle reviews these events, how they developed, their main 
characteristics, and their interconnections. In doing so, we 
aim to inform and educate readers about these aspects. In 
addition, we propose new Best Research Practices in the 
scientific community in psychology and other fields to 
produce and consume more replicable and credible sci-
ence. Ultimately, we seek to raise awareness and encour-
age participation in a better scientific community to meet 
the challenges of the 21st century. 

Keywords: Replication crisis; Credibility revolution; 
Questionable research practices; Meta-science; Open sci-
ence. 

 

Introducción 
 
Hoy en día la ciencia atraviesa una crisis sin preceden-

tes, denominada «crisis de replicación». Mientras que la 
ciencia está evolucionando hacia un modelo más riguroso 
y exigente, están apareciendo preocupaciones sobre su 
credibilidad y, además, se están destapando casos de mala 
praxis científica (e.g., fraude o inventarse datos, plagio o 
autoplagio, entre otros; Van Noorden, 2023a; 2023b). 
Como señala Retraction Watch (2015), existen muchos 
casos de artículos retirados debido a malas praxis. Más allá 
de ser casos aislados, diversas fuentes señalan a universi-
dades (e.g., Harvard) o países enteros (e.g., China, Rusia, 
Arabia Saudí o Irán) que han inflado artificialmente sus 
posiciones en rankings para obtener prestigio (e.g., Cata-

zaro, 2023; Mole, 2024; The Economist, 2023; en prensa 
española, ver Ansede, 2024). Es decir, cuando la ciencia 
parece más necesaria (e.g., la pandemia de la COVID-19 
o la emergencia climática) parecen surgir problemas que 
ponen en tela de juicio su integridad y credibilidad. Esta 
situación presenta un peligro adicional: Estos problemas 
pueden servir como ancla para que sectores extremistas 
aumenten su influencia y relevancia política. Algunos 
ejemplos son los movimientos terraplanistas, antivacunas, 
o diversos negacionismos (ver Materiales Suplementa-
rios). Debido a la popularidad y alcance político de estas 
narrativas (e.g., ministerios en la presidencia de EE. UU.; 
BBC, 2024), esta situación pone directa e indirectamente 
en riesgo la vida de millones de personas. 

 
 

Primeros indicios 
 
Para entender el momento actual, se puede empezar 

por sus antecedentes históricos. Por un lado, destaca el tra-
bajo seminal de Rosenthal (1979) acuñando el concepto 
de «problema del archivador» (la no publicación de resul-
tados no significativos, también llamado «sesgo de publi-
cación»). Por otro lado, también cabe destacar el concepto 
de “Cargo Cult Science” (ciencia de culto a la carga) acu-
ñado por Feynman (1998). Consiste en una metáfora sobre 
unas tribus que, a inicios del siglo XX, imitaba la tecnolo-
gía occidental mediante madera y otros materiales. Esta 
imitación replicaba la forma, pero obviaba los mecanis-
mos que los hacían funcionar. Feynman utilizó esta metá-
fora de «cultos a las naves de carga» para hablar de una 
“ciencia de culto a las naves de carga”. Es decir, conoci-
miento que cumple con los rituales científicos pero que no 
provee resultados con calidad científica. 

 
Todo esto llevó a la comunidad científica a revisar sus 

propios criterios para evaluar la calidad (la meta-ciencia). 
Así, por ejemplo, se ha señalado que la mayoría de la in-
vestigación (médica) no es replicable por una inflación de 
falsos positivos y una potencia estadística insuficiente 
(Ioannidis, 2005). Las causas incluirían tamaños muestra-
les bajos, selección a posteriori de hallazgos (Cherry Pi-
cking), sesgo de publicación, uso de p < .05 como criterio 
fijo y único, falta de estudios de replicación y compartir 
datos y análisis, tamaños del efecto pequeños o diseños 
poco rigurosos (Ioannidis, 2005, 2008). Lejos de reme-
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diarse, 20 años después aún se encuentra una atenuación 
de efectos en los metaanálisis, incluso cuando los mismos 
están probablemente sobreestimados (e.g., Bartoš et al., 
2023).  

 
En Psicología, Simmons et al. (2011) ilustró la exce-

siva flexibilidad (también denominado «grados de liber-
tad») que existe en los métodos estadísticos que se aplican 
para llevar a cabo los estudios, lo que podría conllevar a 
una inflación de falsos positivos (es decir, a encontrar 
efectos significativos que en realidad no existen). Frente a 
ello, se apostó por una mayor transparencia y replicabili-
dad a los estudios. La replicabilidad se puede definir como 
el grado en que se pueden obtener los mismos resultados 
de un estudio concreto en un nuevo contexto.  

 
Continuando en el ámbito de la Psicología, se produjo 

un fracaso relevante al intentar replicar estudios clásicos 
de priming social (Doyen et al., 2012), suscitando un de-
bate sobre la replicabilidad en la disciplina. No obstante, 
fueron los estudios sobre la percepción extrasensorial los 
que pusieron de relevancia estas preocupaciones. Bem 
(2011) publicó diversos experimentos siguiendo protoco-
los estándar y bajo revisión por pares, donde parecía evi-
denciarse la existencia de cierta precognición (e.g., los 
participantes parecían responder correctamente a una 
prueba antes de la presentación objetiva del estímulo). 
Aunque aparecieron refutaciones (Rouder y Morey, 2011; 
Wagenmakers et al., 2011), el propio Bem publicó un me-
taanálisis indicando la presencia de este efecto (Bem et al, 
2015). Aparecieron dos interpretaciones en el debate: o 
bien los estudios son correctos y la percepción extrasenso-
rial existe (Cardeña, 2018), o bien dichas percepciones no 
existen e incluso los métodos más exigentes son sensibles 
a falsos positivos (e.g., Lakens et al., 2016). Un estudio de 
replicación posterior concluyó la falta de replicabilidad de 
los resultados (Kekecs et al., 2023). Por tanto, la comuni-
dad científica mayoritaria concluyó que era necesario re-
formular el sistema científico.  

 
 
 

El detonante: la crisis de replicación 
 
El punto álgido de la preocupación sobre la ciencia psi-

cológica llegó de la mano de los resultados de la Open 

Science Collaboration (2015). Esta colaboración realizó 
100 estudios de replicación para efectos publicados en re-
vistas de alto impacto en Psicología y otras disciplinas. 
Los hallazgos fueron claros: entre la mitad y dos tercios 
de los resultados no se replicaron. Esto confirmó que no 
eran casos o campos aislados, sino un problema estructu-
ral. Este suceso es la que se toma como inicio de la Crisis 
de la Replicabilidad donde se evidencia la sospecha, quizá 
fundada, de que muchos efectos que tomamos como rele-
vantes, no se sostienen cuando se toman las salvaguardas 
metodológicas adecuadas. Los campos más afectados fue-
ron la psicología social, cognitiva y del desarrollo (You-
you et al., 2023). Esto vino acompañado también de pro-
puestas sobre problemas sistémicos en el desarrollo de ins-
trumentos como el α-hacking (Flake y Fried, 2020; Hus-
sey et al., 2024) y modelos teóricos (Eronen y Bringmann, 
2021). Lejos de ser endémico de Psicología, estudios en 
otros campos indicaron resultados similares en medicina 
(Errington et al., 2021; Van Noorden, 2023a), economía 
(Bohannon, 2016; Camerer et al., 2016; Tsui, 2022; Wood 
et al., 2018), y gestión del agua (Stagge et al., 2019). Es-
tudios interdisciplinares indican que el patrón parece con-
sistente entre campos científicos (incluyendo física, quí-
mica, e ingenierías; Baker, 2016; Gertler et al., 2018). Es 
decir, los problemas de replicabilidad están asociados a 
patrones sistémicos de la ciencia establecida.  
 

Diagnóstico:  
los hallazgos de la meta-ciencia 

 
Entonces, ¿cuáles son las causas de este problema sis-

témico? Existen diversas propuestas, que se pueden agru-
par como: (1) los grados de libertad de la persona investi-
gadora y las prácticas cuestionables de investigación, y (2) 
el sistema de incentivos perverso de las editoriales e insti-
tuciones científicas. 

 
Prácticas cuestionables de  
investigación 

 
Las prácticas cuestionables en investigación (QRP por 

sus siglas en inglés; Figura 1) son aquellas prácticas que, 
intencionadas o no, conducen a hacer inferencias incorrec-
tas que no concuerdan con los objetivos, la metodología o 
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los resultados del estudio (Gerrits et al., 2019). Las QRP 
pueden cometerse por ignorancia o descuido, aunque tam-
bién para provocar resultados estadísticamente significati-
vos. Es importante separarlas del fraude y la mala praxis 
en general, debido a la falta de intencionalidad de engañar. 
Sin embargo, su mayor frecuencia podría hacerlas más da-
ñinas. La Figura 1 muestra una lista con las principales 
QRPs. 
 

Una de las QRP más conocidas es el p-hacking («pira-
tear valores p»), que consiste en tomar decisiones y análi-
sis estadísticos que obtengan resultados significativos al 
margen de los resultados reales (Stefan y Schönbrodt, 
2022). Dentro del p-hacking pueden ocurrir muchos tipos 
distintos de QRP además de los ya indicados, como incluir 
o eliminar variables después de observar los resultados (o 
ítems de una escala), imputar valores perdidos con varios 
métodos sin justificación, buscar subgrupos sin planifica-
ción previa, o redondear los valores p (lista completa en 
Stefan y Schönbrodt, 2022). Incurrir en QRPs podría pro-

vocar una inflación de falsos positivos, y una infrarrepre-
sentación de resultados disruptivos o contrarios a los mar-
cos teóricos (Simonsohn et al., 2014; White, 2022). Ade-
más, las QRPs estarían directa y recíprocamente relacio-
nadas con el sesgo de publicación descrito por Rosenthal 
(1976). Concretamente, llevarían a un aumento del sesgo 
de publicación, impactando sobre los tamaños del efecto y 
su heterogeneidad (Anderson y Liu, 2024). Y, de la misma 
forma, una literatura con mayor sesgo de publicación lle-
varía a una mayor proliferación de QRPs por (1) dirigir el 
trabajo científico hacia efectos endebles o inexistentes y 
tener presión por publicar resultados significativos, y (2) 
reproducir QRP por imitación al considerarlos estándares. 

 
Las QRP pueden entenderse como un «problema del 

jardín de los senderos que se bifurcan» (Forking Path Pro-
blem; Nagy et al., 2024). Este concepto hace referencia al 
árbol de todas las posibles decisiones que se toman al apli-
car métodos científicos. Cada decisión altera los resulta-
dos y normalmente solo se explora uno o pocos senderos, 

Figura 1 
 
Prácticas Cuestionables de Investigación principales 

 

Nota. El valor de la prevalencia aproximada es de Lakens (2023). En los casos donde no existe valor es porque no se 
conoce la prevalencia de esa QRP.  
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generalmente ignorando los otros. En la Figura 2 puede 
encontrarse un ejemplo aplicado en ciencia. El rango o 
amplitud de estos árboles de decisión puede conceptuali-
zarse como los «grados de libertad de la persona investi-
gadora». Esto puede llevar a la generación de sesgos y la 
proliferación de QRP. Idealmente, el rango de esos resul-
tados debería describirse para estudiar su robustez (como 
en los «análisis multiverso», donde se construye un rango 
de una estimación estadística según se cambien partes del 
forking path; Parsons, 2022; Steegen et al., 2016). 
 

 
La perversión del sistema editorial1 

 
Los incentivos que impulsan la carrera investigadora 

son una de las principales razones por las que los científi-
cos buscan obtener resultados significativos a toda costa. 
En general, el prestigio, promociones y acceso a financia-
ción ha venido dado en las últimas décadas por el número 
de artículos publicados en revistas de alto impacto y el nú-
mero de citas recibidas. En otras palabras, para tener una 

 
1 Usamos el adjetivo «perverso» no en su acepción popular 
(malvado, cruel, o sexualmente desviado), sino en su acepción en 
economía, es decir, a la producción de resultados indeseados o 

carrera científica exitosa, ha sido necesario publicar mu-
cho y en revistas de calidad («publica o perece»; publish 
or perish). Esta presión lleva a hacer lo que sea necesario 
para publicar, incluyendo el salami slicing (dividir un tra-
bajo en varios estudios publicables por separado), o ce-
ñirse a narrativas complacientes con la audiencia (modifi-
cando resultados para que no contradigan ideas dominan-
tes) o revistas (priorizando artículos novedosos para ma-
ximizar las citas y descargas de artículos). Aunque pueda 
parecer contradictorio, ambas estrategias responden al 
mismo patrón: Presentar hallazgos complacientes con la 
audiencia (por sorprendentes o continuistas) que generen 
citas (Giner-Sorolla et al., 2012; Nosek et al., 2012). Entre 
otras consecuencias, se ha encontrado que estudios genui-
namente rompedores y valiosos (incluso descubrimientos 
laureados con un Nobel) tuvieron dificultades para ser pu-
blicados (Campanario, 2009). Más tarde, nuevas eviden-
cias indicaron un declive en la innovación de las contribu-
ciones científicas (Park et al., 2023). 

 

contraproducentes en una estructura de incentivos (Edwards y 
Roy, 2017). 

Figura 2 
 
Ejemplo de un “forking path problem” 
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Además, los incentivos de las revistas y editoriales es-
tán más alineados con conseguir más citas que en favore-
cer la calidad de los trabajos que publican. Concretamente, 
los incentivos han dependido fuertemente del «factor de 
impacto», una métrica basada en citas que clasifica a las 
revistas en rankings. El problema es que dicha métrica no 
informa de la naturaleza de ese impacto en la literatura o 
sociedad, de si las citas respaldan o desacreditan el ar-
tículo, o de otros aspectos importantes. Es más, el factor 
de impacto y la calidad no parecen estar asociados 
(Brembs et al., 2013). En ese sentido, la estructura de in-
centivos resulta perversa por premiar aspectos contrapro-
ducentes o ajenos a los que debería.  

 
 Otro de los grandes problemas es el modelo econó-

mico que siguen las editoriales científicas. La Figura 3 
ilustra dicho modelo (detalles en Materiales Suplementa-
rios). Este modelo implica unos ingresos altos junto con 
gastos bajos, ya que la creación, revisión y edición de su 
producto la realizan gratuitamente las personas científicas, 
dejando los gastos en principalmente mantenimiento y 
marketing virtual, formateo de manuscritos e impresión fí-
sica. Esto produce un margen de beneficios muy amplio 
(entre el 25 % y el 40 % de media) superior a multinacio-
nales como Disney, McDonald’s o Apple (Grossman y 
Brembs, 2021; Mayoni, 2024). En definitiva, las editoria-

les académicas se lucran de productos financiados con di-
nero público que no generan ni refinan, y los venden prin-
cipalmente a aquellos que los producen por su acceso. 
 

Debido a diversas críticas a este modelo, recientemente 
se implementó el modelo de acceso abierto. Actualmente 
el modelo más implementado es el Gold Open Access (ver 
Materiales Suplementarios): los autores de un artículo pa-
gan los «gastos de procesamiento de artículo» (APC, por 
sus siglas en inglés), que varían entre los cientos a las de-
cenas de miles de euros. Las instituciones y universidades 
han negociado con las editoriales los llamados «acuerdos 
transformativos», donde se otorgan un número concreto 
de artículos en acceso abierto al año en cada editorial, o 
descuentos sustanciales. Esto ha recibido críticas 
consistentes en que fomentan el oligopolio de las 
editoriales como una estrategia de marketing dejando el 
lucro intacto (Butler et al., 2023; Perakakis, 2021). De 
hecho, editoriales como MDPI o Frontiers han 
aprovechado este nuevo modelo para generar cantidades 
masivas de publicaciones rápidas a menudo con una 
calidad cuestionable, y siendo expulsadas algunas de sus 
revistas del Journal Citation Reports, el principal ranking 
por factor de impacto (Brainard, 2023). En otras palabras, 
la «solución» es que las editoriales ahora cobran al 
personal científico (o a las universidades donde trabajan) 

Figura 3 

Modelo actual de publicación en revistas académicas 

 
Nota. APC = Article processing charges (cargo de procesamiento de artículos). El paywall y el APC son excluyentes. 
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por publicar una investigación financiada con dinero 
público, revisada y editada gratuitamente, en vez de cobrar 
por su acceso. Esta situación se agrava aún más cuando 
aparecen revistas «depredadoras», que prometen 
publicaciones rápidas de acceso abierto con estrategias de 
marketing (Cobey et al., 2018). La reacción más común 
entre personas ajenas a la ciencia es de incredulidad, o la 
opinión de que este modelo es una estafa.  

 
En conjunto, la proliferación de revistas con open ac-

cess lleva a que las personas con mayor acceso a recursos 
materiales y conceptuales tengan más publicaciones y ci-
tas y, por tanto, cuenten con más indicadores de prestigio 
para parte de la comunidad científica. Esta hipertrofia de 
las publicaciones (derivada del publish or perish más allá 
del open access) explicaría la inflación de retiradas de ma-
nuscritos (Van Noorden, 2023b), pero también la inabar-
cabilidad de la documentación y la dependencia de moto-
res de búsqueda (como Google Scholar). Esto ha generado 
fenómenos complejos como la inflación de citas a artícu-
los y autorías muy establecidas, o al aumento de desigual-
dades en la comunidad (Chu y Evans, 2021; Gomez et al., 
2022; Nielsen y Andersen, 2021).  

 
Finalmente, se han generado nuevas malas prácticas a 

raíz de este panorama (e.g., paper mills), junto con el sur-
gimiento de la IA generativa en la actividad científica y el 
espionaje de revistas a usuarios mediante nuevas tecnolo-
gías (Brembs et al, 2023; ver Materiales Suplementarios). 
En conjunto, todas estas problemáticas (hipercrecimiento, 
afianzamiento de desigualdades, oligopolios, lucro por en-
cima de la calidad) pueden describirse como una extensión 
del capitalismo al conocimiento científico, tratándolo 
como un producto de consumo más (Brembs et al., 2023). 

 

Soluciones: la revolución de  
credibilidad 

 
Para poder superar estos problemas, se han propuesto 

reformas que han recibido el nombre de la «revolución de 
la credibilidad» (Vazire, 2018). Consisten en un mayor 
control de la arbitrariedad investigadora, el diseño de bue-
nas prácticas (e.g., Tabla 1) y un fomento individual y co-
munitario de la replicabilidad (Figura 4; otras revisiones 
en Nelson et al., 2018; Nosek et al., 2022). 

Pre-registros y la ciencia abierta 
 
Un pre-registro es esencialmente la publicación en 

abierto de un documento detallando el marco teórico, las 
hipótesis y los métodos de un estudio. Si este registro ade-
más se revisa en una revista con revisión por pares y se 
ejecuta el estudio según ese propio documento y se pu-
blica, se denomina «informe registrado» (registered re-
ports). De esta forma, se limitan los grados de libertad las 
personas investigadoras y de la revista, ya que se compro-
meten a publicar los hallazgos sin importar los resultados 
(Hardwicke y Wagenmakers, 2023). Además, se busca 
prevenir las QRP, aunque aún no está claro si este objetivo 
se consigue (van der Akker, 2023). Aunque parezca inmo-
vilista y perjudicial para la creatividad y serendipias, hay 
margen para desviarse del pre-registro mientras se justifi-
que explícitamente (Lakens, 2024). Existen diversas pági-
nas para realizar pre-registros (ver Tabla 1), mientras que 
los informes registrados se dan en las propias revistas. 

 
Por otro lado, la ciencia abierta consiste en un movi-

miento heredero del software libre consistente en otorgar 
acceso libre y gratuito a los componentes de un estudio. 
Estas prácticas permiten describir el forking path, ya que 
se puede acceder a lo necesario para reproducir los hallaz-
gos, o explorar otras alternativas. La vertiente más imple-
mentada es el acceso abierto, donde se garantiza el acceso 
libre al manuscrito (normalmente mediante pago previo de 
los autores a la revista). Sin embargo, otros componentes 
(e.g., datos, código, protocolos o materiales) no están ga-
rantizados y quedan a discreción de los autores. En mu-
chos casos, esto resulta en la falta de acceso o en un acceso 
menos intuitivo a dichos elementos, lo que dificulta o in-
cluso impide la reproducción de los resultados. Debido a 
los problemas de este modelo, han proliferado librerías pi-
ratas como Sci-Hub o LibGen (Maddi y Sapinho, 2023). 
Como alternativas, existen diversas revistas con acceso 
abierto sin APC (Diamond Open Access, ver Materiales 
Suplementarios; Bernal y Perakakis, 2023). El manteni-
miento virtual de la revista estaría a cargo de instituciones 
académicas (e.g., bibliotecas de facultades, asociaciones 
científicas), mientras que el resto de los agentes seguirán 
ejerciendo sus funciones gratuitamente. Un ejemplo es 
Psicológica (https://psicologicajournal.com/), revista a 
cargo de la Universidad de València y otros organismos, e 
indexada en el JCR. Otros ejemplos son PeerJ, Collabra, 



 
 

 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 115-136. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43413 

 
122 

o Psicothema (un directorio de revistas en 
https://doaj.org/). Finalmente, también existen las pre-
impresiones (pre-prints, manuscritos de artículos antes de 
enviarse a la revista) y post-impresiones (post-prints, 
manuscritos después de la revisión por pares sin formato 
de revista). Ambas garantizan el acceso libre, aunque los 
pre-prints deben advertir de su falta de revisión por pares 
(Wingen et al., 2022).  

 
Además del acceso abierto, la ciencia abierta cuenta 

con datos, código, y materiales en abierto. Esto no solo 
permite la reproducibilidad de los resultados (esto es, el 
grado en que otra persona pueda obtener los mismos re-
sultados con los mismos datos y análisis), la detección de 
errores en análisis y procesamiento de datos y la transpa-
rencia, sino que facilita la acumulación de conocimiento 
(e.g., mejores metaanálisis). Existen iniciativas para ga-
rantizar la confiabilidad de estos procesos, como las guías 
FAIR (acrónimo en inglés para datos localizables, accesi-
bles, intercambiables y reutilizables; https://www.go-
fair.org/). Finalmente, un campo en vías de implementa-
ción es la revisión por pares abierta (open peer review), el 
cual consiste en dar acceso libre a las identidades, conte-
nidos y participación en la revisión (Walker et al., 2015; 
un ejemplo en https://peerj.com/). Esto permitiría una ma-
yor calidad, por mayores incentivos y prevención del 
abuso, aunque existen críticas (Wolfram et al., 2020). 
Existen más ramas de la ciencia abierta (e.g., docencia, 
transferencia, etc.), que por razones de espacio no tratare-
mos aquí (ver UNESCO, 2024). 

 
Las prácticas de ciencia abierta pueden realizarse a tra-

vés de diversas plataformas. Un ejemplo es la OSF, donde 
se pueden crear páginas y subir archivos gratuitamente con 
control de versiones (manuscritos, datos, código, etc.). 
Esto incluye publicar pre-print y post-prints, a través de 
servidores como PsyArXiv. 

 
Estudiar y fomentar la replicabilidad 

 
La manera más inmediata de estudiar la replicabilidad 

han sido los estudios de replicación (e.g., Nosek et al., 
2022). Estos estudios se centran en obtener la replicabili-
dad de uno o más hallazgos con procedimientos de alta 
calidad metodológica. Normalmente se distinguen tipos de 
replicaciones (ver Materiales Suplementarios), y es común 

que implementen otras prácticas destinadas para fomentar 
la replicabilidad: Muestras más grandes y planeadas, y es-
tudios multi-equipo. Respecto a las muestras, la planifica-
ción a priori del tamaño y características de la muestra se 
recomiendan mediante el análisis de recursos disponibles 
y de la potencia estadística (Lakens, 2022; ver Materiales 
Suplementarios). Además, muestras más allá de países 
WEIRD (Western, Educated, Industrialized, Rich and De-
mocratic) llevan normalmente a las colaboraciones multi-
país (Jarke et al., 2022). Un gran ejemplo es la iniciativa 
Many Labs, entre otras (e.g., Klein et al., 2018; Ruggeri et 
al., 2021). Esto reduce las QRP al validarse entre equipos 
y aumenta la replicabilidad al contar con muestras más 
grandes y representativas. Contribuciones recientes seña-
lan que parece suficiente con un solo estudio de replica-
ción exitoso para concluir sobre si parece replicable o no, 
salvo que haya problemas metodológicos claros (e.g., 
muestra insuficiente, controles inadecuados, o diferencias 
sustantivas en instrumentos o procedimientos; Boyce et 
al., 2024). Esto no significa si el efecto existe en la pobla-
ción o no (e.g., podría ser un artefacto) o si es un efecto 
relevante. Además, es importante conocer el sesgo de pu-
blicación de la literatura que se pretende replicar, ya que 
puede inflar los falsos negativos en estudios de replicación 
(Nosek et al., 2022). Los metaanálisis se han propuesto 
como herramientas útiles (pero limitadas) para detectar e 
intentar corregir ese sesgo, como incluir literatura más allá 
de la revisada por pares, o datos de muestras (e.g., 
metaanálisis con datos de participantes individuales, o 
IPD por sus siglas en inglés; Wagner III, 2022; Wang et 
al., 2021). Finalmente, también existe el proyecto SCORE 
(Alipourfard et al., 2021), destinado a generar índices de 
confiabilidad a trabajos científicos mediante técnicas de 
aprendizaje automático y supervisión de expertos.  

 
Desde el análisis de datos se han propuesto diversas 

reformas al contraste de hipótesis (NHST, por sus siglas 
en inglés) para prevenir sus malos usos. La reforma más 
sencilla han sido detectores de inconsistencias en resulta-
dos estadísticos, como statcheck (Nuijten y Wicherts, 
2024). Otras propuestas proponen recuperar el uso más or-
todoxo de los valores p (e.g., Haig, 2017). También pro-
ponen hacer más exigente el criterio de falsos positivos 
(α = .005), o especificarlo en cada estudio siguiendo 
procedimientos concretos (e.g., Benjamin et al., 2018; 
Maier y Lakens, 2022). Otras propuestas apuestan por 



 
 
 ACCIÓN PSICOLÓGICA, junio 2025, vol. 22, nº. 1, 115–136. ISSN: 2255-1271 https://doi.org/10.5944/ap.22.1.43231 123 

expandir el NHST aportando, entre otros, tamaños del 
efecto, intervalos de confianza o bootstrap (Haig, 2017; 
Mayo, 2018). Finalmente, otras propuestas apoyan el 
abandono del NHST hacia paradigmas basados en 
cuantificar probabilidades sin puntos de corte (e.g., 
McShane et al., 2019). Aquí destaca la estimación 
Bayesiana (Wagenmakers et al., 2018; Kruschke, 2021). 
En resumen, las mejoras al NHST son más escalables, 
pero siguen expuestas a QRP. En cambio, su abandono 
provee paradigmas más robustos (e.g., Stefan y 
Schönbrodt, 2022), pero menos escalables y más 
complejos de aplicar. De igual manera, hay cierto 
consenso en que es necesario un mayor rigor y clarifica-
ción en los pasos efectuados en los análisis estadísticos 
(Devezer et al., 2021). 

 
 

Educar a la comunidad en consumir y 
producir ciencia más creíble 

 
La última rama implica la formación de la comunidad 

científica en estas reformas. Un primer paso puede ser la 

«alfabetización» sobre los conceptos de este fenómeno a 
todo tipo de audiencias, con esfuerzos como el proyecto 
FORRT (https://forrt.org) y su glosario (Parsons et al., 
2022). De manera más concreta, existen guías para perso-
nas editoras, y para la formación en campos de investiga-
ción (Schiavone y Vazire, 2023; Silverstein et al., 2024). 
Para el personal científico, los tutoriales sobre estas refor-
mas pueden ser de gran ayuda (e.g., Hardwicke y Wagen-
makers, 2023; ver Materiales Suplementarios), así como 
las guías para el uso de plataformas como la OSF 
(https://help.osf.io/). Además, el propio FORRT busca la 
construcción de comunidades de investigación en torno a 
estas reformas, que ayudarían a los estudios multi-país 
(Jarke et al., 2022). Para el estudiantado, la inclusión de 
estos aspectos en materias de grado y máster serían la prin-
cipal medida (e.g., https://osf.io/cm4yb/; 
https://www.cos.io/events). Y finalmente, la divulgación 
científica de calidad resulta fundamental para la disemina-
ción de resultados (e.g., Brembs et al., 2023, Figura 3; ver 
Material Suplementario). La Figura 4 resume todas estas 
reformas. 
 

Figura 4 

Resumen de las reformas de la revolución de la credibilidad 
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¿Qué tal está saliendo hasta ahora? 
 
Por el momento, varios trabajos indican una mejora 

sistemática en las prácticas científicas (Forozish, 2024; 
Korbmacher et al., 2024; Nosek et al., 2022), tanto en ge-
neral como en diversas ramas de conocimiento (e.g., 
Schiavone y Vazire, 2023). Es decir, se están encontrando 
cambios estructurales (como el incentivo a pre-registros y 
con prácticas de ciencia abierta, o revistas publicando ar-
tículos con pre-prints), procedimentales (plataformas 
como la Open Science Framework, PsyArXiv, o Stat-
check), de comunidad (con una mayor concienciación e 
impulso de investigaciones más replicables y cuestiona-
miento de otras menos transparentes), y políticos (normas 
editoriales en revistas sobre incentivar pre-registros y 
prácticas de ciencia abierta, o requerir determinados gra-
dos de transparencia). Además, los pre-registros y registe-
red reports parecen estar mejorando los métodos, se publi-
can en revistas de mayor impacto, reciben más citas y no 
tardan más en publicarse (Lakens et al., 2024; van den Ak-
ker et al., 2023). Por último, parece que el peer review 
abierto también lleva a mayor número de citas, quizá indi-
cando una mayor credibilidad (Zong et al., 2020). 

 
Sin embargo, el panorama no parece tan simple. Hay 

algunas reformas que por sí solas no mejoran la credibili-
dad, o incluso la dañan. Por ejemplo, la población general 
no parece distinguir los pre-prints de artículos sometidos 
a peer review, incluso con explicaciones o avisos claros 
(Fleerackers et al., 2024; Wingen et al., 2022). Por otro 
lado, las políticas de datos abiertos no parecen mejorar la 
calidad (Berberi y Roche, 2022). Es decir, las reformas de 
la revolución de la credibilidad deben tomarse en conjunto 
y con una justificación sólida. Es importante recalcar que, 
además de mejorar la credibilidad de la ciencia, estas re-
formas son un ejercicio político dentro de la comunidad 
científica, con agentes y narrativas involucradas. Han de 

ser los agentes con mayor poder (revistas, agencias guber-
namentales, entidades financiadoras, e investigadores se-
nior) los que deben liderar y exigir estas reformas. Por 
ejemplo, aplicando modelos organizativos sin lucro eco-
nómico (https://www.openscholar.info/; Brembs et al., 
2023), políticas de replicabilidad y de ciencia abierta ínte-
gra (e.g., los principios TOP y FAIR; Nosek et al., 2022), 
realizando pre-registros o enviando trabajos altamente ci-
tables a revistas ejemplares por su transparencia y rigor 
(e.g., con diamond open access). De hecho, dichos agentes 
están comenzando a adoptar estas reformas, como el in-
centivo hacia estudios pre-registrados o el cambio de in-
centivos de carrera investigadora más allá del número de 
citas (e.g., criterios DORA, https://sfdora.org/). Más infor-
mación en materiales suplementarios. 

 
La Tabla 1 resume estas recomendaciones como una 

lista de Buenas Prácticas Actuales de Investigación 
(BCPs, en contraste a las QRPs). De esta forma, el perso-
nal de investigación puede revisar su grado de adherencia 
y guiar su praxis científica. 

 
 

Conclusiones 
 
A pesar de la crisis de replicación y sus retos, las refor-

mas de la revolución de la credibilidad (pre-registros, 
ciencia abierta, y buenas prácticas de investigación) están 
siendo útiles para mejorar la ciencia. Con una comunidad 
comprometida y concienciada puede construirse una cien-
cia mejor. Y, de esa forma, escapar a la cargo cult science 
de la que nos quiso prevenir Feynman. Solo nos queda su-
marnos a la revolución con un trabajo riguroso, honesto, y 
transparente. 

 

 
Tabla 1 
 
Buenas Prácticas de Investigación (BRPs) 
 

Etapa Buenas Prácticas de Investigación Plataformas o recursos 
Antes de la 
realización 
del estudio 

Pre-registrar el estudio (hipótesis, diseño, dirección y magnitud del efecto, 
métodos y análisis), o enviar manuscrito a una revista como propuesta 
para informe registrado 

https://osf.io/registries   
https://aspredicted.org/  
https://clinicaltrials.gov/ 
https://osf.io/zab38/  

https://osf.io/registries
https://aspredicted.org/
https://clinicaltrials.gov/
https://osf.io/zab38/
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 Declarar diseño exploratorio o confirmatorio  
 Declarar el uso y objetivo de cada manipulación e instrumento  
 Describir aleatorizaciones y manipulaciones llevadas a cabo  
 Análisis de potencia a priori para todos los análisis planeados, con 

tamaños del efecto de estudios previos 
G*Power, 
Kang (2021) 
Jobst et al., (2024) 

 Declarar criterios de inclusión y exclusión de participantes a priori  
 Usar medidas con pruebas de fiabilidad y validez para la población  
 Especificar las técnicas de análisis y contrastes estadísticos, así como si 

se optan por pruebas bilaterales o unilaterales 
 

 Especificar posibles datos perdidos y estrategias de gestión (eliminación o 
exclusión, imputación, etc.) 

 

Durante la 
realización 
del estudio 

Si hay desvíos del pre-registro, describir y justificar dichas decisiones 
(e.g., eliminación de sujetos por criterios no anticipados) 

Lakens (2024) 

 Declarar los criterios de parada de recogida de muestra (ej. recursos 
económicos, tiempo). 

Lakens (2024) 

 Análisis de datos independiente o ciego (a marco teórico o conflictos de 
interés) 

Nagy et al. (2024) 

 Redactar una bitácora o registro de pasos en el procesamiento de la base 
de datos, con justificaciones (ej. recodificación de variables, 
transformación de datos, eliminación de sujetos) 

 

 Si se declaró un diseño exploratorio, realizar análisis exploratorios 
declarados como tales 

 

 Asegurar la invarianza de las mediciones entre condiciones o grupos  Leitgöb et al. (2023) 
 Análisis de potencia de sensibilidad (si no se ha alcanzado el tamaño 

especificado a priori) 
G*Power, 
Kang (2021) 
Jobst et al., (2024) 

 Informar de contrastes sobre supuestos de las pruebas estadísticas. Si no 
se cumplen e influyen sobre estimaciones, seleccionar alternativas 
robustas, no paramétricas, o similares 

 

 Informar de tamaños del efecto e intervalos de confianza y credibilidad  Pek y Flora (2018) 
 Informar de los valores p o factores de Bayes crudos (sin redondeos) y 

según el plan previsto 
Greenland (2016) 

Después de 
la 
realización 
del estudio 

Compartir datos, análisis, materiales suplementarios y manuscritos en 
abierto (incluido un diccionario de variables con sus etiquetas y valores) 

https://osf.io/  

 Informar de todos los análisis planificados  
 Seguir las guías FAIR para la disponibilidad de datos https://www.go-fair.org/  
 Publicar postprints en plataformas abiertas  

Publicar preprints solo si es estrictamente necesario, y con avisos claro y 
visibles de que no tiene peer review (y redirigir si hay versión revisada) 

Wingen et al. (2022) 
https://osf.io/preprints/psya
rxiv 

 Establecer una lista de revistas para enviar el manuscrito con prácticas de 
ciencia abierta (e.g., diamond open access) 

https://doaj.org/  
https://jcr.clarivate.com/   
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Materiales Suplemantarios 
 

Existen diversas fuentes documentando los negacionismos y fenómenos parecidos como el terraplanismo (ver Bauer, 2014; 
Björnberg et al., 2017; Schmid y Betsch, 2019). 
 
Divulgación en redes sociales 
La divulgación a través de redes sociales y en formato audiovisual es de especial relevancia en los medios actuales, donde 
destacamos canales de Youtube como QuantumFracture en castellano, (https://www.youtube.com/@QuantumFracture), y 
Kurzgesagt en inglés (https://www.youtube.com/@kurzgesagt) por su rigor, transparencia y calidad de producción. 
 
Etapas de implementación de reformas 
Aquí Nosek et al. (2022) proponen una secuencia de implementación consistente en infraestructura («hacerlo posible»), 
usuarios («hacerlo fácil»), comunidades («hacerlo norma»), agencias de incentivos («hacerlo deseable»), y legislación («ha-
cerlo un requisito»), donde consideramos que nos encontramos entre las comunidades y las agencias de incentivos. Esto 
implicaría que estamos pasando de los primeros usuarios (o early adopters) a la primera masificación (o early majority), con 
el objetivo de llegar a una masificación total (o late majority) gracias a legislaciones y agencias de incentivos. 
 
Tabla S1 
Glosario con Términos Básicos Sobre la Crisis de Replicación y revolución de la credibilidad 
 
Clasificación Término español 

(traducción) 
Definición 

Conceptos 
generales 

Crisis de 
replicación 
(replication crisis) 

Crisis metodológica actual donde muchos estudios científicos tomados como 
confiables no pudieron ser replicados, dañando la credibilidad de la comunidad 
científica. 

https://doi.org/10.1186/s12916-023-03048-6
https://doi.org/10.1186/s12916-023-03048-6
https://doi.org/10.1177/25152459211070559
https://doi.org/10.1007/s11192-020-03488-4
https://doi.org/10.1371/journal.pone.0209416
https://doi.org/10.1073/pnas.2208863120
https://doi.org/10.1007/s11192-020-03545-y
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Meta-ciencia (meta-
science) 

Disciplina científica que estudia cómo la comunidad científica desarrolla su 
actividad, como sus sistemas de prácticas y métodos, productos, control de 
calidad y diseminación. Asociada a la cienciometría y la bibliometría. 

Replicabilidad 
(replicability) 

Grado en el que un hallazgo científico puede volver a obtenerse cambiando 
aspectos no esenciales del contexto en el que fue obtenido (equipo investigador, 
muestras, procedimientos, o instrumentos) 

Reproducibilidad 
(reproducibility) 

Grado en el que un estudio científico para re-generar los hallazgos usando los 
datos, análisis y materiales empleados por los investigadores originales 

Revolución de la 
credibilidad 
(credibility 
revolution) 

Conjunto de reformas estructurales de la investigación científica para aumentar 
la replicabilidad y robustez de los hallazgos científicos, normalmente 
consistentes en prácticas de ciencia abierta, evitar prácticas cuestionables y 
fomentar el análisis y aumento de métodos robustos (e.g., muestras más 
grandes o pre-registros) 

Diagnóstico Estructura de 
incentivos 
(incentive structure) 

Conjunto de reglas de recompensa explícitas e implícitas dentro del sistema 
académico, como la ponderación de méritos en contratos y promoción de 
puestos académicos o prestigio en investigación, docencia y gestión (e.g., 
número de publicaciones en revistas de impacto, presentaciones en congresos, 
u horas de docencia). Son comúnmente contempladas como contraproducentes 
con la calidad científica y académica, ya que desincentivan el rigor 

Grados de libertad 
del investigador 
(researcher 
degrees of 
freedom) 

grado de amplitud del "jardín de senderos que se bifurcan", dando mayor 
arbitrariedad a un trabajo académico o científico y dañando su replicabilidad 

Problema del jardín 
de senderos que se 
bifurcan (forking 
path problem) 

Árbol de decisiones tomadas por investigadores para realizar un análisis 
estadístico, normalmente ignorando el impacto que ha podido tener en el 
resultado obtenido, y expuesto a inflación de falsos positivos y por tanto a una 
pérdida de replicabilidad 

Mercado de 
autorías / artículos 
(author / article 
marketplace) 

Conjunto de organizaciones e investigadores que ofrecen artículos rápidos a 
cambio de coautorías o viceversa, normalmente también con pagos o cargos 
económicos 

Molino de papers 
(paper mill) 

Organización involucrada en mala praxis científica, produciendo mútliples 
artículos con datos fraudulentos, texto plagiado, o manipulación de figuras.  

Pagar para publicar 
(pay per publish) 

Aforismo que describe prácticas de negocio en editoriales académicas donde la 
calidad o rigor de la revisión por pares es despriorizada (o directamente 
anulada) para obtener pagos económicos a los autores de las publicaciones. 
Comúnmente empleadas por revistas predatorias 

Prácticas 
Cuestionables de 
Investigación (PCI) 
(Questionnable 
Research Practices 

Grupo de actividades que intencionada o 
  inintencionadamente distorsionan los datos para favorecer las hipótesis de los 
investigadores (e.g., inclusión interesada de datos, selección de variables en el 
artículo, o p-hacking). Ver Figura 1 para una lista detallada. 
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(QRPs)) 

Publicar o perecer 
(publish or perish) 

Aforismo que describe la cultura de presión de los académicos por publicar con 
regularidad en revistas especializadas sus investigaciones si desean progresar 
en su carrera 

Revista predatoria 
(predatory journal) 

Revista científica que sigue prácticas de negocio donde las editoriales buscan 
obtener pagos del mayor número de autores posibles a costa de una menor 
calidad o rigor (e.g., con una revisión por pares deficiente, o ninguna en 
absoluto) 

Ciencia salami 
(salami science) 

Estrategia de publicación consistente en dividir un estudio científico en varias 
partes para maximizar la cantidad de publicaciones a costa de la calidad de su 
trabajo. Concepto adaptado de la “táctica del salami” (salami slicing) 

Soluciones Análisis de 
potencia (power 
analysis) 

Conjunto de técnicas estadísticas para estimar la potencia estadística de un 
contraste estadístico concreto (es decir, la probabilidad de rechazar una 
hipótesis nula falsa, o poder detectar correctamente la presencia de un efecto), 
normalmente especificando el tamaño del efecto, confianza, potencia deseada y 
otros parámetros 

Ciencia abierta / 
academia abierta 
(open science / 
open scholarhip) 

Conjunto de prácticas académicas para fomentar la transparencia de trabajos 
científicos y académicos. Incluye el acceso libre y gratuito a artículos, datos, 
análisis, protocolos y otros materiales, pero también puede incluir informes de 
revisión por pares o recursos docentes 

Estudio de 
replicación 
(replication study) 

Estudio científico dedicado a evaluar la replicabilidad de uno o más estudios 
científicos buscando un alto grado de garantías (e.g., muestras altas, análisis 
robustos, pre-registros) 

Informe registrado 
(registered report) 

Publicación similar al pre-registro, pero en una revista científica y tras una 
revisión por pares. Así se fomenta el compromiso de autores y revista de 
publicar los hallazgos sin importar los resultados 

Muestras WEIRD 
(WEIRD samples) 

Muestras obtenidas de países occidentales, con niveles altos de educación, 
industrialización, riqueza y políticas democráticas 

Pre-registros 
(preregistation) 

Publicación científica donde se especifica el marco teórico, hipótesis y métodos 
de un estudio antes de la recogida de datos. Así se fomenta el compromiso de 
los autores de publicar los hallazgos sin importar los resultados 

Acceso abierto 
verde (green open 
access) 

Modalidad de acceso abierto donde los autores de trabajos científicos cuelgan 
pre-prints, post-prints, o los propios artículos en repositorios abiertos como 
forma de auto-archivar sus publicaciones.  

Acceso abierto oro 
(gold open access) 

Modalidad de acceso abierto donde los artículos son de acceso abierto desde 
las revistas mediante el pago de los APC. 

Acceso abierto 
diamante (diamond 
open access) 

Modalidad de acceso abierto donde los artículos son de acceso abierto desde 
las revistas sin pago de APC, también denominado no-pay publishing. 

Pre-impresión (pre- Manuscrito académico publicado en un repositorio antes de ser enviado a la 
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print) revista, normalmente sin haber pasado por revisión por pares. Es necesario 
tomar la información que contienen con cautela y deben indicar que no están 
revisados por pares. 

Post-impresión 
(post-print) 

Manuscrito académico publicado en un repositorio después de ser revisado y 
publicado por una revista, normalmente tras una revisión por pares. Esto permite 
el acceso libre al manuscrito. 

Replicación 
conceptual 
(conceptual 
replication) 

Hallazgo científico que ha sido replicado siguiendo la idea pero con diferencias 
sustanciales en los métodos empleados en el estudio original. Esto permite 
contrastar la replicabilidad  

Replicación directa 
o exacta (direct / 
exact replication) 

Hallazgo científico que ha sido replicado siguiendo exactamente o con un grado 
muy alto los métodos empleados en el estudio original. Esto permite contrastar 
la replicabilidad del estudio primario con altas garantías. 

Replicación 
sistemática o 
experimental 
(systematic / 
experimental 
replication) 

Hallazgo científico que ha sido replicado siguiendo en gran medida los métodos 
empleados en el estudio original salvo desviaciones justificadas en el 
procedimiento (e.g., una operacionalización distinta de las variables, 
instrumentos distintos, o muestras con demografía distinta). Esto permite 
contrastar la replicabilidad del estudio primario y estudios similares. 

 
Análisis de potencia estadística 
Estos análisis requieren especificar niveles de potencia, confianza y tamaños del efecto para un análisis concreto, obteniendo 
un tamaño muestral mínimo para garantizar esas condiciones (Kang, 2021; Jobst et al., 2023). Un software muy conocido es 
G*Power, aunque para técnicas complejas es necesario usar simulaciones (Kang et al., 2021; Kyriazos, 2018). Existen dis-
tintas perspectivas, como los análisis de precisión y secuenciales.  
 
El uso de Inteligencia Artificial Generativa 
Paralelamente, el uso de IAs en la actividad científica ha cobrado relevancia, ya que permitiría en principio una mayor efi-
ciencia. Sin embargo, su uso indebido está comenzando a ocurrir a gran escala y es preocupante, como la escritura de seccio-
nes de artículos sin el debido reconocimiento, errores, o textos con poco valor añadido (Retraction Watch, 2024). Esto se 
enlaza con una tradición de «timos» (stings) satíricos al sistema editorial, donde hay contenidos generados por IA confusos 
o totalmente aleatorios que consiguieron publicarse (Al-Khatib et al., 2016; una lista disponible en Wikipedia). El mensaje 
de estos stings parece estar cumpliéndose en forma de artículos fraudulentos generados por IA (Liverpool, 2023). Posibles 
soluciones podrían ser recoger a las IA en la autoría (Stokel-Walker, 2023), declarar el uso de IA en el artículo, o limitarlas 
a la mejora de expresión escrita o tareas repetitivas con una estructura clara. 
 
 
Explicación de Figura 3 
Para poder realizar un artículo científico, será necesario acceder a artículos de pago, constituyendo un muro de pago (paywall) 
al conocimiento científico. Una vez realizado, se envía a una revista donde un grupo de revisores y editores sin remuneración 
revisan el artículo (en un proceso que puede durar meses o años, bajo el incentivo de que ser revisor y editor es un mérito en 
la carrera investigadora). Dicho trabajo gratuito está estimado en hasta millones de millones de dólares para países como EE. 
UU. (Aczel et al., 2021). Si resulta aceptado, la editorial se encargará de formatearlo, colgarlo en su página web y (solo en 
ciertos casos) imprimirlo físicamente. Esto va acompañado de la cesión de todos los derechos de reproducción asociados al 
artículo.
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