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RESUMEN

Este estudio de caso explora las diferencias en la
complejidad léxica (LC) de una seleccién de la
prensa de calidad espafiola. Los resultados mues-
tran variabilidad del léxico entre periédicos y
falta de correlacién entre el nimero de lectores y
una alta LC. Se calculan indices LS1 y CVS1 de
sofisticacion y HD-D, MAAS y MTLD de diversi-
dad para evaluar 2741 articulos editoriales de
Abc, El Mundo, El Pais y El Periédico publicados
en linea durante 2019. Los resultados revelan
diferencias significativas tanto en diversidad co-
mo en sofisticacién, siendo El Mundo el periddico
con los textos mdas complejos y El Periédico con los
menos complejos. Adicionalmente, la comparacién
de HD-D, MAAS y MTLD con variaciones de TTR
sugiere una ventaja de los primeros para mues-
tfras de tamano heterogéneo, como las emplea-
das en el estudio.

PALABRAS CLAVE

Complejidad léxica, diversidad léxica, sofistica-
cién léxica, NLP, prensa espaiola.

ABSTRACT

This case study explores the differences in lexical
complexity (LC) in the Spanish quality press. The
results show variability of the lexical quality
among papers and lack of correlation of number
of readers and higher LC. The lexical sophistica-
tion indexes LS1 and CVS1 and lexical diversity
indexes HD-D, MAAS, and MTLD were calculated
for 2741 editorial articles of Abc, El Mundo, El
Pais, and El Periédico published online in 2019.
The results revealed significant differences in
both LD and LS between the newspapers, with El
Mundo producing the most and El Periddico the
less complex texts overall. Posthoc analyses
showed further differences between publications,
being El Periédico the most disparate. Addition-
ally, the comparison of HD-D, MAAS, and MTLD
with TTR-based measures suggests benefits of the
former for samples of heterogeneous sizes.
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1. INTRODUCCION!

La prensa de calidad? (Russ-Mohl, 2008) ha llevado tradicionalmente a gala la buena pro-
sa de sus articulos editoriales. Estos textos, libres de muchas de las constricciones impuestas por el
espacio o la inmediatez de piezas periodisticas de otros géneros, han desarrollado un estilo minu-
ciosamente elaborado, con aspiraciones que trascienden la mera transmisién del parecer de la ca-
becera, con vocacién de convertirse en la insignia del peridédico y contribuir a su buena reputacion,
de la cual depende en buena medida la fuerza para crear opinién. En efecto, los periédicos de
calidad no confian sus editoriales solo a la argumentacién de posturas mds o menos bien fundadas,
sino que las envuelven en un cuidado lenguaje, capaz incluso de conferir mérito literario al texto.
En consecuencia, este género de articulos suele diferir del lenguaje coloquial, pero también del len-
guaje empleado en otro tipo de texto, incluso de aquellos que se hallan pdgina con pdgina con el
propio editorial. Aparte de estas propiedades discursivas, estos articulos presentan otra caracteris-
tica que hace de ellos un caso singular: la atribuciéon de su autoria. No es una persona individual
quien firma el editorial sino que es el peridédico de forma colectiva —y su director en Gltimo término
—quien asume la responsabilidad del texto. Asi, pues, mientras que ofros tipos de texto son trabajo
de un autor y, por lo tanto, tomados individualmente, sus cualidades solo son atribuibles a la pluma
que los firma, cada editorial, por el contrario, es por si mismo un indicador cualitativo de la ténica
de la publicacién.

Una medida que ofrece una descripcién razonable de estos articulos es su complejidad I1éxi-
ca. Para ella, la lingiistica computacional proporciona los medios para tomar mediciones objetivas
de acuverdo a diferentes criterios. Laufer y Nation (1995) proponen como indicadores de la com-
plejidad Iéxica la originalidad, la densidad, la sofisticacién y la diversidad. Este estudio se basa
en dos de estas magnitudes: la diversidad, que alude al ratio de palabras diferentes respecto al
nimero total, y la sofisticacién, o la frecuencia relativa de elecciones Iéxicas inusuales.

Los resultados presentados en este articulo pretenden arrojar luz sobre la situacién de la
prensa de calidad en Espana, determinando si los articulos editoriales de las publicaciones estudia-
das presentan una complejidad |éxica equivalente. Este propdsito se alcanza mediante el andlisis
del estudio de la diversidad y sofisticacién Iéxica de los articulos editoriales publicados en 2019

en cuatro periddicos generalistas de calidad para responder a las siguientes preguntas:

1. 2Presenta la muestra de articulos editoriales seleccionada una sofisticacion léxica
andloga?

2. gTienen los articulos editoriales una diversidad Iéxica equivalente?

! Este trabajo forma parte del proyecto Sound and Meaning in Spanish Golden Age Literature (P32563-G)
financiado por FWF, Austrian Science Fund. En atencién a la legislacion sobre propiedad intelectual, no po-
demos distribuir el corpus de textos. No obstante, todos los programas empleados para recuperar y proce-
sar las muestras estdn disponibles en linea como software libre (accesible desde: https://github.com /fsanzl/
diarios), asi como el conjunto de datos en bruto (accesible desde: https://zenodo.org/record /3888971).

2 También llamada prensa de referencia o de elite, en contraposicién a la prensa popular o sensacionalista
(Herndndez-Muiioz, 1997).
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3. éExiste una relaciéon entre la difusidon del periddico y la complejidad léxica de sus

editoriales?
2. METODOS Y MATERIALES
2.1. Sofisticacion léxica

La sofisticacion léxica es un concepto que se refiere a las elecciones de vocablos inusuales,
que suele redundar positivamente en la precision del texto. La lingiistica computacional provee una
solucién para calcular este valor mediante la comparacién de las palabras del texto con su fre-
cuencia relativa en un corpus. Este trabajo se vale de este método, considerando sofisticados aque-
llos términos no incluidos entre las 2000 palabras léxicas mds frecuentes, un margen convencional
propuesto por Laufer y Nation (1995). Las palabras Iéxicas comprenden adjetivos, sustantivos,
adverbios y verbos plenos, por contraposiciéon a palabras funcionales, con menor carga semdntica
intrinseca, tales como preposiciones, pronombres, conjunciones o verbos auxiliares, empleadas para
expresar relaciones gramaticales entre las otras palabras de la oracién.

Para incrementar la precisién, se lematizaron los textos con el objetivo de prevenir la clasi-
ficacién de diferentes formas flexivas del mismo lema como tipos distintos. De esta manera, dife-
rentes formas de un lema son consideradas tokens de un mismo tipo a pesar de variar en sus acci-
dentes morfolégicos. Asimismo, se anoté la funcién gramatical de las palabras del texto (PoS-
tagging), de forma que el andlisis discrimina entre tokens homégrafos de diferentes tipos. Por Olti-
mo, se aplicé una correccién al algoritmo para tratar los nombres propios.

Las medidas empleadas producen aproximaciones razonables para el rango de tamanos
textuales en el que se encuentran los textos analizados. Estas medidas son Lexical Sophistication-I
o LS1 (Linnarud, 1986), que mide el ratio de tokens Iéxicos sofisticados y el nimero total de tokens
léxicos y un indicador robusto en condiciones de heterogeneidad de tamaiios textuales, Corrected
Verb Sophistication-l o CVS1 (Wolfe-Quintero, Inagaki & Kim, 1998), que representa el ratio de

tipos verbales sofisticados y la raiz cuadrada del doble del nimero total de tokens verbales.
2.2. Diversidad léxica

La diversidad Iéxica en su forma mds elemental se corresponde con el ratio de tokens y ti-
pos, que es lo que representa el marcador Type-Token Ratio o TTR (Templin, 1957). Desafortuna-
damente, el valor de esta medida decrece a medida que aumenta el tamaiio del texto, con inde-
pendencia de sus caracteristicas (Lu et al,, 2014, p. 101), lo que hace de TTR una medida poco
adecuada para comparar textos de tamafos heterogéneos. A la vista de esto, McCarthy y Jarvis
(2007) sugieren emplear indicadores robustos como Measure of Textual Lexical Diversity o MTLD
(McCarthy, 2005), Hypergeometric Distribution D o HD-D (McCarthy & Jarvis, 2007) y MAAS

(Maas, 1972), o incluso combinarlos para obtener una representacién mds completa (McCarthy &
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Jarvis, 2010, p. 391). Tomando en cuenta esta recomendacion, este trabajo hace uso de las tres
medidas robustas mencionadas.

Estos indicadores son modelos sofisticados para calcular la misma idea subyacente en TTR,
la relacién entre tokens y tipos. MAAS ajusta el valor de TTR de acuerdo a una curva logaritmica.
Este indice presenta una correlacién inversa con la diversidad léxica, esto es, su valor decrece si la
diversidad se incrementa, lo que ha de tenerse en consideracién a la hora de interpretar los resul-
tados. HD-D es una idealizacién del indice D (MacWhinney, 2000), que toma muestras aleatorias
sin restitucion de tokens para calcular la probabilidad de nuevo vocabulario en nuevas muestras de
tamaio incremental. Esto produce un modelo matemdtico de la variacién de TTR de acuerdo al ta-
maiio de la muestra, y D es el resultado de comparar ese modelo con los datos empiricos. HD-D
mide la suma de probabilidades (P) de encontrar alguno de los tokens {A..K} del texto en una
muestra aleatoria de n palabras del propio texto para cada uno de los tipos. Para hacer los
cdlculos se utilizé un tamaiio de muestra n=42, que es el valor medio entre 35 y 50 usado para
caleular el indice D. MTLD representa la longitud media de series secuenciales de tokens en un tex-
to con un valor TTR por encima de un valor limite dado. Cuando el valor TTR cae por debajo de
ese umbral, se incrementa el contador del factor F una unidad, y se pasa a la siguiente cadena,
que es evaluada de la misma manera. En tanto que el texto pocas veces termina con un factor com-
pleto, los tokens del factor remanente se evalian contando la proporcién entre 1,0 y el factor com-

pleto (McCarthy & Jarvis, 2010, p. 384).
2.3. Corpus

Se han considerado los articulos editoriales de la edicién digital de cuatro peridédicos gene-
ralistas tomadas de entre las diez publicaciones con més difusién diaria en 2019. Los cuatro casos
observados cubren alrededor del 70% de la suma total de lectores de los diez periédicos genera-
listas mds difundidos. Para las estimaciones de audiencia, se consideraron las mediciones del Estu-

dio General de Medios (Asociacién para la Investigacién de Medios de Comunicacién, 2019).
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Publicacién Miles de lectores Porcentaje Porcentaje

(informacién general) (total)
Marca® 1672 - 15,854
El Pais 1013 14,029 9,606
As” 772 - 7,32
El Mundo 671 9,292 6,363
La Vanguardia 549 7,603 5,206
La voz de Galicia 514 7,118 4,874
Abc 460 6,37 4,362
Mundo Deportivo™ 387 - 3,67
Sporf* 363 - 3,442
El Periddico 361 4,999 3,423
Otros informacién general 3653 50,886 34,639
Otros 131 - 1,242
Total (informacién general) 7221 100 68,471
Total 10546 - 100
* Temdtico

Tabla 1. Lectores diarios. Fuente: Asociacién para la Investigacién de Medios de Comunicacion.

En atencién a estos criterios, y atendiendo también a razones técnicas, se analizaron Abc, El
Mundo, El Pais y la edicién global de El Periddico, ya que solo estos diarios aseguraban la disponi-
bilidad de las muestras. Dicho de otra manera, no todas las publicaciones ofrecen acceso a su ar-
chivo de contenidos, o lo hacen de forma tal que se dificulta la toma de muestras. A falta de una
alternativa viable, este trabajo hubo de limitarse a aquellos periédicos que brindan la posibilidad
de recuperar articulos editoriales de dias pasados en su web. De acuerdo a esto, el corpus estd
compuesto de los articulos mostrados en tabla 2.

El nimero de observaciones sugiere que el tamaiio de la muestra no influye en la distribu-
cién de las medidas de centralidad. En cualquier caso, los resultados se han obtenido usando equi-
valentes robustos a pruebas ANOVA3 que no se ven afectados por la heterogeneidad de los ta-
maios de las muestras y no presumen linealidad. Asi pues, los datos no se optimizaron para mejo-

rar el ajuste.

3 ANOVA es la técnica de andlisis de varianza también conocida como andlisis factorial. Constituye una he-
rramienta bésica para el estudio del efecto de uno o mds factores (cada uno con dos o mads niveles) sobre
la media de una variable continua.

| e
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Publicacién | Articulos Dias Nomero de tokens

publicadel™ " i of 0% 25%| 50%] 75%| 100%
Abc 704 354| 394,741| 125,319 117 297 419,5 467 2114
El Mundo 758 315| 356,16| 147,061 114 211 360 472 1239
El Pais 718 362| 497,138| 90,066 306| 442,25 493,5| 548,75 932
El Periédico 665 336| 362,129| 105,82 218 256 374 415 760
Total 2845 365| 402,681 132,391 114 292 426 479 2114

Tabla 2. Articulos editoriales en 2019. Fuente: elaboracién propia.

A primera vista, El Pais publicé articulos editoriales de manera mds regular, haciéndolo
prdcticamente a diario. Le siguen Abc y El Periédico, mientras que El Mundo se encuentra en el ex-
tremo opuesto pues, a pesar de ser el mds prolifico considerando el volumen total de articulos, hizo
las publicaciones de forma mas esporddica, lo que compensé llegando a sacar hasta cinco textos
al dia en varias ocasiones. Este fendmeno puede atribuirse en parte a que se fecharon los articulos
de acuerdo a los metadatos y no a la ubicacién temporal mostrada en la web.

Por consiguiente, los scrapers —esto es, los programas utilizados para inspeccionar el cédigo
HTML de las pdginas, extraer e interpretar sus elementos— pudieron asignar una fecha diferente a
del listado si la pdgina se cred en una fecha anterior a la de la publicacién. Del mismo modo, no se
recuperaron articulos producidos en 2018 listados en el 1 de enero de 2019 pero si otros listados
en 2020 compuestos en 2019. En cualquier caso, el estudio no considera la fecha salvo para limitar
el muestreo, por lo que un margen de unos dias es aceptable, lo que corroboran las grdficas de
dispersién, que no sugieren tendencia alguna. Por otra parte, esta aproximacién permite tomar
directamente multiples articulos diarios sin necesidad de homogeneizar los datos.

Un examen mds de cerca de los textos revela detalles interesantes. Un simple conteo de
palabras muestra que, en promedio, El Pais produjo los articulos mds extensos, mientras que El
Mundo publicé los mds breves. El rango de tokens més amplio corresponde a Abc, con 117 y 2144,
seguido de El Mundo, que también registra el minimo absoluto, con 114 tokens y la extensién mds
variable de acuerdo a la desviacién estandar. El Periddico se ubica dentro de los rangos de los
otros tres, con el mdximo mds bajo y el minimo mds alto tras El Pais, por encima de Abc y El Mundo.

La desviacién estdndar mds baja la tiene El Pais.
2.4. Recoleccion de datos

Los datos se tomaron de las pdginas web de los periédicos empleando scrapers programa-
dos especificamente para la tarea. Todos los programas parten de un concepto subyacente comdn:
el scraper escudrifia la portada de la secciéon de Opinidn en busca de enlaces a los articulos edito-
riales y analiza a continuacién las pdginas a las que apuntan esos enlaces. Esta operacion se repite
con la siguiente pdgina del sumario de articulos editoriales hasta alcanzar un nimero dado de re-
peticiones. Sin embargo, debido a la organizacién de cada peridédico, se necesité ajustar el cédigo

de forma individual con modificaciones mds o menos complejas dependiendo del caso.
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Recuperar articulos de El Pais resulté relativamente sencillo, pues el cédigo HTML de sus pa-
ginas se cifie a una estructura prefijada regular y consistente. Por el contrario, la pdgina web de El
Mundo cambié sus plantillas a lo largo de 2019 en numerosas ocasiones, incluso varias veces en un
mismo mes, lo que hizo inviable aplicar un solo modelo. En su lugar, se hicieron varias pruebas para
identificar los cambios y el momento en los que estos tienen lugar para afadir ajustes individuali-
zados al scraper. Abc, a pesar de ser consistente, presenté una dificultad diferente por requerir
una cuenta registrada para acceder al contenido completo de algunos articulos, lo que se ve refle-
jado en el cédigo. Estos cambios no afectan sustancialmente a los algoritmos de selecciéon de pdagi-
nas y procesamiento del texto pero ralentizaron la recuperacién de las pdaginas de forma sustan-
cial. Por Ultimo, las pdginas web de El Periédico presentan una estructura consistente con un cédigo
HTML claro y homogéneo que facilité las primeras pruebas sobremanera. Sin embargo, su sitio
web afadié una funcién de avance de pdgina automatico en el Ultimo trimestre de 2019, lo que
demandé una reescritura no trivial del cédigo del scraper para incluir la capacidad de recupera-

cién dindmica de las pdginas.
2.5. Preparacion de los datos

En primer lugar, se inspeccionaron los archivos recuperados en busca de artefactos tales
como errores sintdcticos en el HTML del cédigo fuente de la pdgina para corregirlos a mano. Solo
se registré una instancia de cédigo HTML mal formado (Derrota en dos tiempos, 2019), aunque
numerosos editoriales de El Periédico mostraban caracteres no imprimibles que hubo que eliminar
manualmente para impedir su interpretacién como tokens. Segundo, para facilitar la tokenizacién,
se corrigieron los errores de puntuacién mdés habituales y erratas tipogrdaficas, tales como la falta
de espacio después de punto mediante busqueda y sustitucidon con expresiones regulares. Por ejem-
plo, las instancias del tipo palabral.palabra2 se reescribieron como palabral._Palabra2 para que
el tokenizador reconociera dos palabras, mientras que acrénimos del tipo AA.BB se dejaron sin
cambios por constituir una sola entidad.

Ademds de la lematizacién mencionada, las muestras se anotaron con un PoS-tagger. Am-
bas tareas se llevaron a cabo con el paquete Stanford CoreNLP (Manning et al., 2014), un conjun-
to de herramientas de procesamiento del lenguaje natural de Gltima generacién. Ademads de los
anotadores, el paquete provee otras facilidades auxiliares para integrarlo en otros lenguaijes de
programacién, como la libreria StanfordNLP (Qi et al., 2018), que permitié su uso en el cdédigo
Python usado en este estudio. Se empled un pipeline con los siguientes anotadores: tokenizador,
expansor de tokens multipalabra, PoS-tagger y lematizador. Asimismo, se tradujeron las etiquetas
producidas por el anotador de Stanford Core NLP en notacién PENN Treebank, organizando la
salida en forma lema PoS.

Se usé el Oltimo modelo de lengua espafola preentrenado UD Spanish AnCora 2.0

(Martinez Alonso y Zeman, 2016) facilitado por StanfordNLP. Este modelo tiene un rendimiento de
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98,7 en las pruebas CoNLL Shared Task, 2018 (SIGNLL, 2018) para PoS-tagging y 98,08 para
lematizacién de acuerdo al Stanford NLP Group (201 8).

Después de la anotaciéon manual, se hizo una inspeccién visual de los archivos en busca de
etiquetas incorrectamente asignadas. Algunas instancias de etiquetas al final del texto se corrigie-
ron, asi como otros errores, consecuencia de errores tipogrdficos del periddico, tales como el uso
de un guion donde corresponde una raya en Abc, El Mundo y El Periédico, que produce un token
etiquetado del tipo -palabra_None en lugar de dos tokens como — — palabra_PoS, un fallo tipo-

grdfico que se da en todos los periédicos de la muestra salvo en El Pais.
2.6. Instrumentos

Los valores de HD-D, MTLD y MAAS se calcularon empleando una versién modificada de la
libreria lexicalrichness (Shen Yan Shun, 2018). No obstante, esta requirié un ajuste para deshabili-
tar el tokenizador incluido, pues, al contrario que el de Stanford NLP, producia inconsistencias como
ignorar guarismos. Las rutinas resultantes se integraron en el cédigo de Lexical Complexity Analyzer
de Lu (2012). Sin embargo, este requirié también ajustes para adecuarlo al espafiol. El programa
de Lu estd orientado al inglés, lo que redunda en la manera en que procesa los textos a diferentes
niveles. Por un lado, los sufijos adverbiales, verbos auxiliares y puntuacién difieren del espafiol. Por
otro lado, el diccionario de frecuencias con el que el programa compara el texto no se ajusta a los
valores de la lengua castellana.

Para resolver el problema idiomatico, se adaptaron las rutinas que afectaban a elementos
especificos del lenguaje y se afiadieron los signos de puntuacién del espariiol tales como comillas
angulares o signos de apertura de interrogaciéon y exclamacién. En cuanto a las frecuencias, se re-
solvié acudiendo a CORPES XXI (Real Academia Espafiola, 2018), un corpus anotado y lematizado
de libre acceso que comprende mds de 286 millones de formas. Sin embargo, el corpus requirié
algunos ajustes previos. Por un lado, tuvo que ser tabulado de acuerdo a las columnas esperadas
por el programa de Lu y, por otro lado, necesitd ser reetiquetado traduciendo las etiquetas a la
nomenclatura PENN Treebank.

Asimismo, se hizo necesaria una Oltima modificacién de orden semdntico. En tanto que los
nombres propios son items |éxicos y, por lo tanto, tienen efecto en todos los resultados, no es una
cuestion trivial. Algunos autores optan por su exclusidon para evitar la representacién incorrecta de
la sofisticacién de los textos (David et al,, 2009, p. 150), mientras que otros prefieren incluirlos
pues, en sentido estricto, tienen contenido léxico completo al contrario que palabras funcionales
como pronombres (Malvern et al., 2004, p. 142; David et al., 2009, p. 7).

Los textos se analizaron considerando el término medio en atencién a que los nombres pro-
pios son parte integral del discurso periodistico, incluso si, por su apariciéon en los medios de comu-
nicacién masivos pasan a ser, por definicién, de uso comin desde que son noticia. A consecuencia
de esto, en lugar de obviar por completo los nombres propios, los tokens correspondientes a estos
son considerados como palabras |éxicas junto a los nombres comunes, pero excluyéndolos de la

cuenta de palabras sofisticadas.
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Los valores asi obtenidos se organizan en una tabla en formato CSV que es procesada con
R para llevar a cabo los cdlculos estadisticos. Estos cdlculos incluyen andlisis de la varianza usando
el paquete MANOVA.RM (Friedrich, Konietschke & Pauly, 2019). Este paquete proporciona una
alternativa no paramétrica a la prueba MANOVA, modified ANOVA-type statistic (MATS), que no
asume términos de error normales, homogeneidad del tamafio muestral ni homocedasticidad
(Bathke et al., 2018; Friedrich & Pauly, 2017; Konietschke et al., 2015). En tanto que esta prueba
puede manejar tamaiios muestrales heterogéneos, no requiere correcciones de la estadistica ni de

la muestra.
2.7. Limitaciones

En primer lugar, este trabajo se refiere exclusivamente a la situacién de 2019 y, en tanto
que es un estudio observacional, no puede inferirse causalidad a partir de él.

Segundo, solo se ha analizado una seleccién de periddicos. Este articulo es el resultado de
un estudio casuistico que representa la situacidén de un subconjunto de todas las cabeceras espaiio-
las. Existen otros periddicos de gran difusién cuyos articulos editoriales podrian presentar caracte-
risticas diferentes a los estudiados en este trabajo.

Tercero, los resultados incumben solo a los articulos editoriales. Algunos géneros periodisti-
cos, como las noticias, tienden a ser mds sucintos, mientras que otros, como las columnas de opinién,
pueden estar firmados por prestigiosas plumas. De esta maneraq, si bien los resultados son atribui-
bles al periédico, pueden no corresponderse con los valores medios de la publicacién.

Cuarto, la anotacién de partes del discurso tiene la precisién indicada arriba.

Finalmente, mds una prevenciéon que una limitacién, los indicadores empleados miden la
complejidad Iéxica y la analizan mediante cdlculos estadisticos de diferentes constructos. Su repre-
sentatividad de la calidad del texto estd sujeta a discusién. Esto es, por lo general, un texto preciso
implica diversidad Iéxica, pero lo opuesto no es necesariamente cierto. Al contrario, figuras retéri-
cas de repeticién tipicas de otros géneros textuales como las andforas reducirian el indice de di-

versidad |Iéxica de acuerdo a estos indicadores, que no considerarian el efecto estético buscado.
3. RESULTADOS
3.1. Sofisticacion léxica

De acuerdo a los datos mostrados en tabla 3, El Mundo presenta los valores de sofisticacion
léxica mds altos. Sin embargo, Abc supera a El Pais en su LS1, mientras que sucede lo contrario con
CVS1. El Periédico se asemeja a El Pais en lo concerniente a LS1, pero queda detrds de los otros
tres en CVS1, donde el primer cuartil queda casi al mismo nivel de la mediana del inmediatamente
anterior. Para averiguar si esas diferencias se hizo una prueba RM MANOVA unidireccional con el

peridédico como variable independiente y los indices de sofisticacién Iéxica LS1 y CVS1.
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N 0% 25% 50% 75% 100% xmedia

Publicacién

LS1 CVsSi LS1 CVS1 LS1 CVS1 LS1 CVSi LS1 CVSi LS1 CVSi

Abc 0,195 10,289 | 0,304 | 0,905 | 0,338 | 1,162 | 0,373 | 1,443 | 0,526 | 2,67 | 0,34 | 1,196

El Mundo | 0,202 0 0,316 | 0,935 | 0,352 | 1,251 | 0,384 | 1,584 | 0,515 | 3,064 | 0,351 | 1,272

El Pais 0,193 10,134 | 0,292 |1 0,982 | 0,325 | 1,268 | 0,355 | 1,554 | 0,523 | 2,611 | 0,327 | 1,289

El Periddico | 0,183 | 0,158 | 0,291 | 0,746 | 0,321 | 1,032 | 0,353 | 1,296 | 0,539 | 2,462 | 0,324 | 1,034

Total 0,183 0 0,3 0,889 10,333 | 1,18 0,37 | 1,474 | 0,539 | 3,064 | 0,336 | 1,202

Tabla 3. Distribucién de la sofisticacion [éxica. Fuente: elaboracién propia.

Los datos siguen las distribuciones unimodales que se aprecian en la Figura 1, pero también
un numero significativo de valores atipicos que producen un sesgo a la derecha y, aparentemente,
desviaciones de la normalidad. El test se realizé con 10000 iteraciones usando wild-bootstrapping
(Friedrich et al., 2017). A la semilla de aleatorizacién se le asigné un valor arbitrario (123) para
asegurar la reproductibilidad del experimento. El resultado muestra una diferencia significativa en
el andlisis combinado (MATS=402,167, p<0,001). La realizacién de pruebas diferenciadas produ-
ce resultados equivalentes para LS1 (MATS=123,833, p<0,001) y CVS1 (MATS=172,271,

p<0,001), lo que sugiere una diferencia significativa en las distribuciones. Los resultados llevaron a

andlisis posthoc para encontrar la distribucion responsable del rechazo de la hipétesis nula.

I 1.004 L Abe
i e
151 : : 075+ Il : El Mundo
Il 11 El Pais
5.0 1 I 11
I 0.50 1 1 El Periodico
11 [l
= ¥ 025 L
I 1 ~
001 . 0.00{ = . -
0.2 0.3 04 0.5 0 | 2 3
- —-aaual e 40 ™ 0
¢ — L e e T I
02 03 04 05 0 i 2 3
LS CVS1

Figura 1. Distribucién de la sofisticacién léxica. Fuente: elaboracién propia.

Una correccién Holm-Bonferroni del valor-p indica que ambos indicadores de sofisticacién
Iéxica contribuyen a la diferencia (0, 0). Un andlisis de bootstrap univariado por pares de Mair y
Wilcox (2020) con 10000 iteraciones muestra que solo El Pais-El Periddico (p=0,228) carece de
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diferencias significativas para LS1, mientras que para CVS1 no resulta significativo El Mundo-El

Pais (p=0,852), mientras que todos los demds resultaron significativos como muestra la Tabla 4.

Publicacién LS1 CVSI1
i IC inf IC sup p i IC inf IC sup p
Abe 0,014 | -0,021 | -0,006 | <0,001 | -0,084 | -0,151 | -0,017 | 0,001
El Mundo
Ef:’:fs 0,013 | 0,006 0,02 | <0,001 | -0,089 | -0,15 | -0,027 | <0,001
Abe 0,016 | 0,009 | 0,024 | <0,001 | 0,147 | 0,085 | 0,207 | <0,001
El Periédico
£ ’Ef";‘:,ff 0,027 | 0,019 | 0,034 | <0,001 | -0,005 | -0,072 | 0,063 | 0,852
vy 0,03 0,023 | 0,038 | <0,001 | 0,231 0,164 | 0,298 | <0,001
El Periédico
El Pais
o 0,003 | -0,004 0,01 0,228 | 0,236 | 0,173 | 0,299 | <0,001
El Periddico

Tabla 4. Comparacién por pares de la sofisticacion léxica. Fuente: elaboracién propia.

3.3. Diversidad léxica

300 4 I I Abc
201 A "
/STAN El Mundo
oy J
15+ 200 [ 0.03 El Pais
Lo
104 : : 0.021 : : El Periodico
100 4 Lo 1
54 Lo 0.01 1 1
o 1
o 1
0 T 0 h I 1 ~ 000 1 L1
0.72 0.016 0.020 0.024 50 75 100

“ oo oo o —{[l—mae . owne o
. oo - o—{[}—om - o

072 076 080 0016 0020 0024 50 75 100
HDD MAAS MTLD

Figura 2. Distribucién de la diversidad léxica. Fuente: elaboracién propia.

La distribucién de la diversidad léxica presenta un patrén parecido a la sofisticacion. Los
valores de centralidad mds altos corresponden a El Mundo —mds bajos en el caso de MAAS, que,
como se menciona arriba, tiene una relacién inversa—, como se observa en la figura 2. Después de
aplicar una prueba MANOVA no paramétrica, se observa una diferencia significativa en la diver-

sidad léxica (MATS=476,792, p<0,001). El ajuste del valor-p segin Holm-Bonferroni sugiere que
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los tres indicadores son responsables del rechazo de la hipétesis nula (0, O, 0).

0% 25% 50% 75% 100%
Publicacién
HD-D |MAAS|MTLD |[HD-D [MAAS|MTLD |HD-D [MAAS|MTLD |HD-D |MAAS(MTLD [HD-D |MAAS|MTLD
IAbc 0,698 0,015 [34,34 10,759 10,019 |54,183 |0,771 [0,02 (61,01 [0,783 0,021 |67,707 0,823 (0,026 (100,669

El Mundo 0,697 10,014 (32,812 [0,76 10,018 55,662 10,774 (0,019 63,193 10,784 (0,019 [70,469 10,831 (0,024 |110,93

El Pais 0,709 10,016 (35,687 0,754 |0,019 52,257 10,765 (0,02 |57,834 |0,778 0,021 |66,108 (0,824 0,025 (107,167

El Periédico (0,704 10,014 (32,496 (0,748 |0,019 48,225 |0,76 0,02 [54,182 |0,773 (0,021 |61,354 /0,83 (0,027 |111,879

Total 0,697 10,014 (32,496 0,755 |0,019 [52,358 |0,768 0,02 |59,281 |0,78 (0,021 |66,723 (0,831 0,027 (111,879

Tabla 5. Distribucion de la diversidad |éxica. Fuente: elaboracién propia.
La comparacion por pares que se presenta en la tabla 6 muestra valores significativos para

todos los valores excepto Abc-El Mundo para HD-D, Abc-El Pais y Abc-El Periédico para MAAS.

HD-D MAAS MTLD

Publicacié

ublicacion i ICinf| ICsup p i ICinf| ICsup p i IC inf IC sup p
Abc
El Mundo -0,002| -0,004| 0,001 0,082| 0,001| 0,001 0,002| <0,001| -2,08| -3,629| -0,604 0,001
Abc
El pais 0,006| 0,003 0,008| <0,001 0 0 0 0,055( 2,389| 0,844| 3,889| <0,001
Abc
El Periddico 0,011| 0,008 0,014| <0,001 0 0 0 0,393 6,502| 4,984| 8,006| <0,001
El Mundo
El Pais 0,008| 0,005( 0,01 <0,001( -0,001| -0,001| -0,001| <0,001| 4,469 2,922| 6,049 | <0,001
El Mundo
El Periddico 0,013 0,01| 0,016| <0,001| -0,001| -0,002| -0,001| <O0,001| 8,583| 7,069 10,159| <0,001
El Pais
El Perisdico 0,005| 0,003 0,008| <0,001 0 0 0 0,007 4,114 2,602| 5,623| <0,001

Tabla 6. Comparacién por pares de la diversidad Iéxica. Fuente: elaboracién propia.

3.4. Complejidad léxica y distribucion de ejemplares

La prueba de Pearson, realizada para detectar la correlacién entre la difusién de la publi-
cacién y las medianas de los indices de complejidad Iéxica de los editoriales, indica que esta o
bien no existe o es muy débil, excepto para CVS1. Asimismo, como muestra Tabla 7, da cuenta de

una fuerte correlacién (p=0,85) que, no obstante, puede ser casual.
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Ejemplares LS1 CVS1 MAAS HD-D MTLD
Ejemplares 1 0.015 0.85 -0.247 0.155 0.201
LS1 0.015 1 0.518 -0.839 0.947] 0.947|
CVS1 0.85 0.518 1 -0.558 0.653 0.687]
MAAS -0.247 -0.839 -0.558 1 -0.686 -0.709
HD-D 0.155 0.947 0.653 -0.686 1 0.999
MTLD 0.201 0.947 0.687 -0.709 0.999 1

Tabla 7. Correlacién entre difusién y complejidad léxica. Fuente: elaboracién propia.

4. CONCLUSIONES

De acuerdo a los resultados, parece claro que la complejidad léxica de los articulos edito-
riales publicados en 2019 por los periédicos estudiados varia de una publicacién a otra de forma
no trivial. Dicho de manera mds precisa, hay diferencias estadisticas significativas en las distribu-
ciones de la variedad léxica y de la sofisticacién léxica de los articulos editoriales de los cuatro
periédicos analizados.

El andlisis de los datos revela que El Mundo publicé en 2019 los articulos editoriales con el
Iéxico mds elaborado aunque, paradéjicamente, también es el Unico periédico que sacd un articulo
todos cuyos verbos pueden considerarse no sofisticados (Por un turismo de mayor calidad, 2019).
Asimismo, la distribucién de las variables de complejidad presenta una notable variabilidad, lo
que hace que buena parte de los articulos de El Mundo se encuentren en unos términos semejantes
a los del tercer cuartil de Abc y El Pais. En la sofisticacion de sus formas verbales, El Mundo es simi-
lar a El Pais en general, lo que sugiere que ambos describen acciones, estados y actitudes con una
precisidon léxica pareja. Por otra parte, aunque uno de los indices de diversidad léxica sugiere
cierta similitud entre El Mundo y Abc, los otros dos indicadores no muestran signos de esta.

Los resultados de El Mundo llaman la atencién al considerar que la direccién del periédico
cambié cada aiio entre 2014 y 2017, incluso varias veces, y cada uno de los seis directores de ese
periodo pudo influir en los articulos editoriales. Por lo tanto, seria interesante dilucidar si los valo-
res para 2019 obtenidos en este estudio se corresponden con los histéricos. La distribucién no mues-
tra tendencias que permitan aventurar una prediccién, como cabe esperar de la estabilidad del
Ultimo periodo, por lo que se haria necesario un estudio longitudinal con datos de los afios anterio-
res a 2017 para encontrar una posible variacién de la complejidad a lo largo del tiempo.

Los articulos menos complejos los publicé El Periddico, aunque también es la cabecera que
tiene las distribuciones mds homogéneas, con casos extremos mds infrecuentes y valores centrales
mds habituales que los de otros periddicos. A pesar de esto, atendiendo solo a la sofisticacién 1éxi-
ca del conjunto de todas sus palabras con valor semdntico pleno, este diario estd en la misma cate-
goria que El Pais. A raiz de los resultados surge la pregunta acerca de si estos son fortuitos o exis-
te otra causa. El cambio de direccién de 2019 no parece haber influido en los resultados, méxime
considerando su regularidad. Por otra parte, se trata de una cabecera editada en una regién bi-
lingle y parte de cuyos textos son traducciones. El hipotético peso de la traduccién seria, en todo
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caso, también relativo a la vista de la centralidad de la distribucién. Seria, tal vez, mds interesante
comparar periédicos catalanes y otras regiones bilingles para comprobar si la baja complejidad
Iéxica es un fendmeno aislado limitado a este diario. Esto requeriria, claro estd, acceso a los articu-
los que, como se ha mencionado, no es una cuestién sencilla pues requiere que las empresas edito-
riales tengan voluntad y medios para permitir el acceso a los contenidos.

Podemos también concluir que un mayor nimero de lectores no es sinénimo de mayor com-
plejidad léxica, pues no se ve una correspondencia clara. Estos resultados son inesperados, pues El
Pais, ademds de ser el medio de mayor difusién, ha sido considerado histéricamente como el diario
de referencia de la prensa escrita espafiola (Imbert & Vidal-Beneyto, 1986). En todo caso, no pue-
de dejar de mencionarse que hubo un cambio de direccién en 2018. Desafortunadamente, no es
posible determinar si esto es un factor determinante, pues los datos de ese 2019 no sugieren una
tendencia que permita extrapolar una prediccidn, por lo que se haria necesario comprobar si tuvo

lugar un cambio visible en 2018.
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