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Resumen: La integracion de la inteligencia artificial (IA) en la jus-
ticia penal genera tensiones entre la eficiencia judicial y el respeto de
los derechos y garantias procesales fundamentales. Si bien la IA pue-
de, sin duda, agilizar los procedimientos, mejorar la administracion
y proporcionar herramientas predictivas para la toma de decisiones,
también plantea serios riesgos debido a posibles sesgos y opacidad
algoritmica, donde se puede ver vulnerado el derecho a la tutela ju-
dicial efectiva, el derecho de defensa, o la presuncién de inocencia.
Para garantizar un juicio justo, es esencial la implementacién de me-
canismos de supervision humana, transparencia y rendiciéon de cuen-
tas. Un despliegue ético, legal y basado en los derechos humanos es
crucial para mantener el equilibrio entre un sistema de justicia penal
basado en los derechos y estas nuevas tecnologias.

Palabras clave: Inteligencia artificial, justicia penal garantias
fundamentales.

Abstract: The integration of artificial intelligence (AI) into crim-
inal justice creates tensions between judicial efficiency and respect
for fundamental procedural rights and guarantees. While AI can un-
doubtedly expedite procedures, improve administration, and provide
predictive tools for decision-making, it also poses serious risks due to
potential biases and algorithmic opacity, which can undermine the
right to effective judicial protection, the right to a defense, or the pre-
sumption of innocence. To guarantee a fair trial, the implementation
of human oversight, transparency, and accountability mechanisms
is essential. An ethical, legal, and human rights-based deployment is
crucial to maintaining a balance between a rights-based criminal jus-
tice system and these technologies.

Key words: Artificial intelligence, criminal justice, fundamental
guarantees.

I. INTRODUCCION

La utilizacién de la inteligencia artificial ha revolucionado el mun-
do, desempenando un papel fundamental en el ambito de la justicia
penal, su aplicaciéon no es solo en materia de prevencién del delito
sino también en la investigacién criminal y el proceso judicial.

Las herramientas basadas en IA se han vuelto indispensables para
el analisis de datos y la identificaciéon de tendencias delictivas, ofre-
ciendo informacién que antes era inalcanzable. Estas herramientas
pueden analizar enormes volimenes de datos legales y financieros
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para discernir patrones y tendencias, fundamentales para compren-
der y prevenir actividades delictivas?. La capacidad de la IA para pro-
cesar y visualizar conjuntos de datos complejos permite detectar rap-
idamente tendencias emergentes y amenazas potenciales.

Este estudio se propone examinar cudles son los beneficios como
asi también los riesgos éticos asociados al uso de la inteligencia artifi-
cial en el sistema de justicia penal. Adelantamos nuestra postura que
somos partidarios de la aplicacion de la innovacién y la tecnologia en
todos los aspectos de la vida cotidiana de los hombres, incluyendo el
juridico. Asi también, debemos ser conscientes que su implementacién
plantea importantes consideraciones y desafios éticos, en materia de
justicia penal, planteando con especial énfasis los problemas derivados
de la automatizacion, la afectacién de las garantias constitucionales de
del derecho a defensa presuncion de inocencia y tutela efectiva.

El objetivo de este trabajo de investigacién es contribuir a un de-
bate informando sobre como utilizar los potenciales de estas nuevas
tecnologias, y al mismo tiempo que su uso garantice la proteccién de los
derechos humanos fundamentales y la integridad del sistema de justicia.

Por lo tanto en primer lugar vamos a analizar el concepto de IA,
en segundo lugar, vamos a examinar el impacto de la inteligencia
artificial en la justicia penal, estableciendo si fortalece los derechos
fundamentales o es una amenaza para las garantias constitucionales,
asimismo vamos a estudiar la inteligencia artificial dentro del proceso
penal espafiol como prueba electrénica, juridica y cientifica, anali-
zando la opacidad algoritmica y estableciendo los niveles de riesgos
que existen con su utilizacién en el proceso penal .-

II. CONCEPTO DE INTELIGENCIA TA

En la actualidad existen multiples definiciones de que se entiende
por (IA). Los autores Russell & Norvig?, sefialan que la inteligencia
artificial es la ciencia que busca crear sistemas que piensen o acttien
como los humanos, o piensen o actiien racionalmente. La inteligencia
artificial, como inteligencia que puede resolver problemas como la
inteligencia humana, se denomina inteligencia artificial general, que
se distingue de la inteligencia artificial limitada.

2 TORRES, M, La inteligencia artificial predictiva al servicio de la prevencién e
investigacién del delito y del proceso penal, Revista Usal, vol. 183 afio 2024.

3 RUSSELL, S. & NORVIG, P, La Inteligencia Artificial, Pearson Prentice Hill,
Madrid.2004.

© UNED. Revista de Derecho UNED, ndam. 36, 2025 103



Carla Irene Furingo

A diferencia de lo senalado anteriormente se advierte coinciden-
cia por parte de la doctrina sobre la llamada teoria triarquica de la
inteligencia realizada por el catedratico Robert J. Sternberg?, que nos
ayuda a comprender mejor la TA. Seguin esta teoria, existen tres tipos
de inteligencia: (i) inteligencia analitica o de componentes, la capaci-
dad de adquirir, almacenar, modificar y procesar informacion; (ii) in-
teligencia practica o contextual, que describe la capacidad humana
de adaptarse al entorno; y (iii) inteligencia creativa o experiencial, la
capacidad de aprender de la experiencia.

En este sentido, es necesario senalar el concepto de inteligencia
artificial realizado por la Comisién Europea, que lo define como un
sistema informatico con la capacidad de hacer tareas sin la inter-
vencién humana, por lo que cuando los algoritmos de aprendizaje se
estan ejecutando, no existe un control humano sobre la combinacién
y comparacion de los datos®.De igual modo, debemos traer a colacién
la reciente definicién del Reglamento (UE) 2024/1689 del Parlamento
Europeo y del Consejo de 13 de junio, por el que se establecen normas
armonizadas en materia de inteligenciar artificial, en su articulo 3.1):
la cual la define como un sistema basado en una maquina que esta
disefiado para funcionar con distintos niveles de autonomia y que
puede mostrar capacidad de adaptacion tras el despliegue, y que, para
objetivos explicitos o implicitos, infiere de la informacién de entrada
que recibe la manera de generar resultados de salida, como predic-
ciones, contenidos, recomendaciones o decisiones, que pueden influir
en entornos fisicos o virtuales”.

III. ALGORITMOS Y OPACIDAD ALGORITMICA

En consecuencia, para hablar de IA, primero debemos examinar
los algoritmos como componente fundamental del anélisis y la com-
paracién de datos; ademas, debemos considerar las bases de datos y

4 Teoria expuesta en Sternberg, R.J. (1985). Beyond IQ: A Triarchic Theory of In-
telligence. Cambridge: Cambridge University Press.

5Comisiéon Europea (2018). IA para Europa. Comunicacién de la Comisién al
Parlamento Europeo, al Consejo Europeo, al Consejo, al Comité Econémico y Social
Europeo y al Comité de las Regiones. COM (2018) 237 final [SWD (2018) 137 final]
Bruselas, 25 de abril de 2018, 1.

¢Parlamento Europeo (2024). Reglamento (UE) 2024/1689 del Parlamento y del
Consejo, de 13 de junio de 2024, por el que se esta brecen normas armonizadas en
materia de inteligencia artificial y por el que se modifican los Reglamentos (CE) n.°
300/2008, (UE) n.° 167/2013, (UE) n.° 168/2013,(UE) 2018/858, (UE) 2018/1139 y (UE)
2019/2144 y las Directivas 2014/90/UE, (UE) 2016/797 y (UE) 2020/1828 (Reglamento
de Inteligencia Artificial).
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el big data. Esto nos lleva a los dos pilares principales de la inteligen-
cia artificial: los algoritmos y las bases de datos.

La real academia espaifiola define algoritmo como “conjunto or-
denado y finito de operaciones que permiten hallar la solucién de un
problema”’, es decir, una serie de ecuaciones matematicas interre-
lacionadas generan un resultado. Estos algoritmos operan con una
gran base de datos, identifican patrones y aprenden de ellos para pre-
decir eventos futuros. Por lo tanto, su desarrollo requiere un proceso
l6gico-matematico basado en la recopilacion, preparacién y analisis
de datos para obtener resultados fiables.

Los algoritmos se implementan de la siguiente forma:

i) Recopilacién y preparaciéon de datos: Esto incluye definir los
datos que se recopilaran y el método de recopilacién, asi como iden-
tificar a los responsables de la recopilaciéon de datos y las variables;
ii) Desarrollo de algoritmos e implementacién de IA: Los algoritmos
y la TA se comportan segun reglas programadas y, por lo tanto, deben
ser utiles, fiables y relevantes para la poblacién; iii) Definicién de los
protocolos administrativos necesarios para la comercializacién del
producto: Dado que la TA no necesariamente comprende el contexto
simplemente aplicando un algoritmo predefinido, cualquier decisién
que afecte a una vida humana debe estar sujeta a supervision; y iv)
Interaccién del producto con el marco legal: El acceso publico a la
informacién es necesario para la toma de decisiones participativa, lo
que requiere el desarrollo de una politica de datos abiertos por parte
del gobierno.

La inteligencia artificial (IA) nos acomparia desde hace afos, op-
erando siempre segun los algoritmos descritos. Sin embargo, en los
ultimos afios ha experimentado un cambio de paradigma®. Ya no se
limita al razonamiento determinista basado en los criterios definidos
por un programador para dichos algoritmos. En cambio, se estan im-
plementando sistemas de aprendizaje automatico que permiten a la
TA aprender de sus errores y mejorar de forma auténoma, de manera
similar a como los humanos interpretan y razonan. El programador
ya no puede analizar el algoritmo ni comprender las decisiones de

TACADEMIA ESPANOLA: Diccionario de la lengua espaiiola, 23. * ed., [versién
23.7 en linea]. https://dle.rae.es/algoritmo visto el 18/07/2025.

SCATERINI, M. (2022). El sistema penal en la encrucijada ante el reto de la inte-
ligencia artificial. Revista de los Estudios de Derecho y Ciencia Politica, pag. 35, 4.
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la TA®. Como veremos mas adelante, esto representa una desventaja
significativa para su aplicacién en procesos penales.

Con el aumento de la complejidad de la TA, el algoritmo depende
mas de las variables contextuales y las pondera de forma diferente a
medida que analiza su significado y los patrones que reconoce. En
este punto, los patrones que la TA utilizé para llegar a sus conclu-
siones se vuelven irreconocibles, lo que pone en entredicho la legiti-
midad de las decisiones tomadas!®.Aqui se pueden distinguir los dif-
erentes tipos de inteligencia artificial (IA)!'. Por un lado, estan las
llamadas TA débiles, que resuelven problemas con variables definidas.
Esto incluye también las TA que utilizan algoritmos predefinidos pero
carecen de capacidades de aprendizaje automatico. Por otro lado,
esta la TA general. Esta abarca las IA que pueden resolver tareas in-
telectuales que los humanos con habilidades de razonamiento 16gico
también pueden realizar y que superan la prueba de Turing. Integran
el aprendizaje automatico y crean sus propias redes neuronales.

En resumen, la IA se basa en algoritmos predefinidos por el pro-
gramador. Dependiendo de si se integra o no el aprendizaje automati-
co, se crean sistemas que operan de forma mas o menos auténoma
y pueden gestionar tareas de mayor o menor complejidad. Mientras
que la TA débil repite sistematicamente lo que se le ha programado
y también muestra los errores que encuentra, la A general es capaz
de analizar resultados, visualizar errores y corregirse a si misma. Se
puede decir que aprende de forma independiente; de ahi el término
«aprendizaje automatico». En este punto, cabe mencionar los con-
ceptos de caja negra y caja blanca.

Se habla de caja negra u opacidad algoritmica cuando se descono-
cen el contenido y la funcionalidad de un algoritmo, asi como su es-
tructura y programacion. Por lo tanto, es imposible saber c6mo fun-
ciona internamente la IA para alcanzar el resultado final. En estos ca-
sos, se solicitan datos a la TA, esta los proporciona, pero se desconoce
como los procesé y comparé, por lo tanto si se utilizan en el proceso
penal se estaria violando garantias constitucionales fundamentales

*BORGES BLAZQUEZ, R. (2020). Sesgo de la maquina en la toma de decisiones
en el proceso penal. IUS ET SCIENTIA, pag. 54-71.

YPEREZ ESTRADA, M.J. (2019). Capitulo XI. El uso de algoritmos en el proceso
penal y el derecho a un proceso con todas las garantias, en S. Barona Vilar, Claves de
la Justicia Penal. Feminizacion, Inteligencia Artificial, Supranacionalidad y Seguridad
(238-239). Tirant Lo Blanch.

UMORALES HIGUITA, L.; AGUDELO LONDONO , S.; MONTOYA RAIGOSA, M.
y MONTOYA VIDALES, A.M. (2021). Inteligencia artificial en el proceso penal: anali-
sis a la luz del Fiscal Watson. Pensamiento Juridico, pag. 54, 147-164.
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como el derecho de defensa y la presuncién de inocencia, como ya lo
hemos plasmado anteriormente'2.

Las cajas negras representan el principal obstaculo para la admis-
ibilidad de la TA como prueba en procesos penales. En contraste, ex-
isten las cajas blancas. Se trata de sistemas de IA desarrollados con
pleno conocimiento de la estructura interna del algoritmo y del soft-
ware. En estos casos, el programador comprende el sistema interno,
asi como su procesamiento y analisis de datos. Esto permite com-
prender los resultados y las conclusiones del algoritmo. Los sistemas
de caja blanca deberian ser obligatorios en todos los sistemas de IA
destinados a ser utilizados como prueba en procesos penales, ya que
nos permiten supervisar y verificar sus procesos internos.

Todos los sistemas de IA destinados a ser utilizados como prueba
en procesos penales deberian estar obligados a utilizar sistemas de
caja blanca, ya que estos sistemas nos permiten supervisar y verificar
sus procesos internos.

Es innegable que cada vez se desarrollan mas sistemas de IA ca-
paces de realizar tareas cada vez mas diversas, lo que conlleva su uso
generalizado y, por tanto, su presencia en la esfera publica. Esta pro-
liferacién, a su vez, también entrana peligros potenciales y la viol-
acién de derechos fundamentales mediante el uso de la TA.

En este trabajo solo presentaremos brevemente los sistemas de TA
mas comunes y utilizados en comisarias y juzgados esparioles,'*con-
scientes de que esta descripcion general quedara obsoleta con el tiem-
po debido al rapido desarrollo de estas tecnologias.

IV. INTELIGENCIA ARTIFICIAL Y PROCESO PENAL.:
¢HERRAMIENTA DE FORTALECIMIENTO DE DERECHOS
FUNDAMENTALES O AMENAZA PARA LAS GARANTIAS
PROCESALES?

La incorporacion del sistema de IA en el &mbito juridico constituye
una transformacion en la funcién jurisdiccional. El sistema juridico,
es el instrumento esencial del estado mediante el cual los tribunales

2RAMIREZ CARABAJAL, D.M. (2021). El debido proceso de cara a las cajas ne-
gras, en D. Guerra Moreno. Constitucion y justicia digital (185-204). Grupo Editorial
Ibafez.

3Para ahondar en detalle sobre mas herramientas de IA que se usan en el ambito
policial y judicial véase Cuatrecasas Monforte, C. (2022). La Inteligencia Artificial
en el proceso penal de instruccién espaiiol: posibles beneficios y potenciales riesgos.
[Tesis Doctoral, Universitat Ramon Llull].
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resuelven y dirimen los conflictos intersubjetivos y sociales dentro de
una comunidad!¥, se fundamenta en un conjunto de principios, dere-
chos y garantias a los que las partes tienen derecho para asegurar la
igualdad en todo momento. Mas especificamente, el procedimiento
penal se establece como el medio por el cual se tipifica un delito y se
impone una pena; es, por lo tanto, el instrumento del que dispone el
Estado para aplicar el derecho penal, en virtud de los principios del
Estado de derecho.!s

La introduccién de la IA en el proceso penal no es neutral. El mod-
elo constitucional espafiol de procedimiento penal se caracteriza por
su perfil garantista, orientado a la proteccién de los derechos funda-
mentales de las personas sometidas a persecuciéon penal. El articu-
lo 24 de la Constitucién Esparfiola reconoce, entre otras garantias, el
derecho a un proceso con todas las garantias, la tutela judicial efecti-
va, la presuncién de inocencia, y los derechos a la defensa y a utilizar
los medios de prueba pertinentes para la propia defensa (Constitucién
Espanola, 1978). Estas garantias son pilares indispensables del Esta-
do de Derecho y representan obstaculos insuperables para cualquier
innovacion tecnolégica.

En esta orden de ideas, la integracién de la IA en los procesos pe-
nales representa un verdadero reto para el mantenimiento del estado
de derecho'®. El uso de sistemas de IA como herramienta de apoyo
a la administracién de justicia, particularmente durante las fases de
investigacion y juicio, esta bien establecido!’. Dado que su uso sera
permanente, la busqueda de eficacia y eficiencia mediante el uso de
sistemas de IA, y los beneficios asociados, no deben implicar una vul-
neracion de los derechos humanos fundamentales.

IV.1. Derecho a tutela judicial efectiva

Dentro de un marco juridico como la Constituciéon espanola,
que se caracteriza por su énfasis en garantizar el tratamiento con-
stitucional de los sistemas de protecciéon de derechos y libertades, el
derecho a la tutela judicial efectiva reviste especial importancia. Esto

“ASENCIO MELLADO, J. M. (2008). Introduccién al Derecho Procesal. Thomson
Reuters Aranzadi.

5GOLD SCHMIDT, J. (2021). Derecho procesal penal y garantias constitucionales.
Editorial Juridica.

1*SAN MIGUEL CASO, E. (2023). Justicia penal, inteligencia artificial y control
democratico. Revista de Derecho y Tecnologia, 19(1),pag. 89-115.

DE HOYOS SANCHO, M. (2021). Inteligencia artificial y proceso penal: poten-
cialidades y riesgos. Revista General de Derecho Procesal, (54), pag. 1-32.
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se debe a que supone, por primera vez, el reconocimiento de una se-
rie de derechos y garantias procesales, cuyo ejercicio se limita a los
procedimientos ante los tribunales ordinarios'®. El derecho a la tutela
judicial efectiva es amplio y complejo, e incluye, en resumen, el dere-
cho de acceso a los tribunales, el derecho a una decisién motivada y
juridicamente sélida, el derecho a la efectividad de las resoluciones
judiciales y el derecho de apelacién'®.

En las dltimas décadas, la ineficiencia de la administracion judi-
cial se ha hecho cada vez mas evidente, reforzando la necesidad de
mejorar el derecho a la tutela judicial efectiva y vinculandolo asi a la
transformacién del modelo judicial. En el contexto de la inteligencia
artificial (IA), la integracién de esta tecnologia en el sistema de justi-
cia presenta importantes oportunidades y desafios para garantizar la
preservaciéon y el cumplimiento del derecho a la tutela judicial efec-
tiva y para disenar sistemas con potencial de mejora en este ambito.
En cualquier caso, debe reconocerse que la eficiencia del sistema de
justicia mediante la integracién de la IA es fundamental para una cul-
tura de paz?. Las aplicaciones de esta herramienta incluyen, en prim-
er lugar, la automatizacion de procesos burocraticos, lo que facilita
la gestiéon de expedientes, la asignacién de casos y la programacién
de audiencias, evitando asi retrasos innecesarios?!. En segundo lugar,
apoya la toma de decisiones mediante el analisis de grandes conjun-
tos de datos y jurisprudencia relevante, brindando a los profesionales
del derecho acceso a mas informacién y permitiéndoles tomar de-
cisiones mejor fundamentadas. En tercer lugar, la IA se utiliza en el
ambito de la resolucion alternativa de conflictos, por ejemplo, a través
de chatbots de mediacién o arbitraje.

Consideramos beneficioso el uso de sistemas predictivos y her-
ramientas inteligentes para apoyar a jueces y fiscales. Sin embargo,
sostenemos que, segin la Constitucién Espanola y la Ley del Poder
Judicial, la administracién de justicia y la ejecucién de sentencias —
es decir, el poder judicial— deben ser ejercidas por jueces humanos,
no por sistemas basados en inteligencia artificial. Si bien los siste-
mas de TA pueden suplir la falta de recursos materiales, humanos y
financieros, esto debe hacerse siempre salvaguardando los derechos

BRUIZ-RICO, G; CARAZO LIEBANA, M.J. (2013). El derecho de la tutela judicial
efectiva. Anélisis jurisprudencial, Tirant lo Blanch.

YPICO JUNOY, J. (2012), Las garantias constitucionales del proceso, Bosch Edi-
tor

2FONTESTAD PORTALES, L. (2023). «Eficiencia procesal versus jurisdiccion»,
La Ley Actualidad Civil, 11, pag. 1-12.

2INIEVA FENOLL, J. (2016). «La razén de ser de la presuncién de inocencia»,
InDret: Revista para el Analisis del Derecho, 1, pag. 1-23.
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y garantias de las partes, como el derecho a la tutela judicial efectiva.
Sustituir a un juez por un juez humano contradiria el concepto mis-
mo del poder judicial y el derecho legalmente garantizado a un juez
imparcial??.

El uso de estos mecanismos como herramientas para los jueces no
puede ser irrestricto, dados los desafios éticos y legales que conlleva.
El problema del sesgo algoritmico es particularmente relevante: la in-
teligencia artificial se entrena con una amplia gama de datos histéri-
cos, que pueden contener sesgos de indole racial, de género o socio-
econémica. Si estos sesgos no se eliminan, podrian generar recomen-
daciones que perpetten las desigualdades y, por lo tanto, pongan en
peligro la igualdad ante la ley y la imparcialidad judicial. Asimismo,
puede haber falta de transparencia y explicabilidad, ya que los algo-
ritmos son complejos y dificiles de comprender para los profesionales
del derecho y la ciudadania, dado que se generan mediante férmulas
matematicas complejas?’.

La falta de comprensién o la omisién de cuestionar las conclu-
siones de una IA sin justificacién alguna vulneraria el derecho a la
tutela judicial efectiva y el derecho a un juicio justo* . El apoyo del
sistema es una condicién, no el anico factor decisivo para el juez.
En este sentido, alegar indefensién por la falta de explicabilidad de
los elementos subyacentes al algoritmo podria equivaler a que el ex-
perto no solo justificara su pericia, sino que también revelara cada
elemento que lo condujo a ella?®. Cabe sefialar también que la funcién
del juez no se limita tinicamente a dictar y ejecutar el veredicto, sino
que, como parte de sus deberes, también debe garantizar los dere-
chos y garantias de las partes durante todo el procedimiento, puesto
que la decisién final —culpable o no culpable— es el resultado de un
largo proceso que dificilmente puede estandarizarse mediante una
maquina.

2ZBUENO DE MATA, F. (2020). «Macro datos, Inteligencia Artificial y proceso:
luces y sombras», Revista General de Derecho Procesal, 51, pp. 1-31.

2La dificultad en las operaciones de su desarrollo puede dar lugar a «cajas negras
de datos» en las que el proceso de toma decisiones no sea comprensible. Es esencial
que todas las partes comprendan cémo y por qué el algoritmo lleg6 a tomar esa deci-
sién haciendo asi efectivo el derecho a recurrir la decisién tomada.

ZCANCIO FERNANDEZ, R.C. (2020). ¢Sueiias los jueces con sentencias electré-
nicas?, Revista Andlisis Juridico-Politico, (2), 3, pag. 145-168.

CASTELLANOS CLARAMUNT, J; MONTERO CARO, M.D. (2020). «Perspectiva
constitucional de las garantias de aplicacion de la inteligencia artificial: la ineludible
proteccion de los derechos fundamentales», IUS ET SCIENTIA: Revista electrénica de
Derecho y Ciencia (6)2, pag. 72-82.
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IV.2. Presuncion de inocencia e Inteligencia artificial

Todo sistema de justicia penal presenta la presuncién de inocencia
como un elemento clave,?® porque someter a una persona a un proce-
so penal como sujeto pasivo conlleva su estigmatizacién como sospe-
choso y puede resultar automéaticamente en su exclusién social?’. Su
reconocimiento en el articulo 24.2 de la Constitucion Espafiola impli-
ca que opera como norma de juicio en el proceso,? que se aplica en la
valoracion de la prueba, tanto en lo relativo a la estructura procesal
como a la determinacién de los hechos. La presuncién de inocencia
implica, por tanto, que la persona investigada o acusada debe ser trat-
ada como inocente en todo momento, hasta que una sentencia firme
y definitiva demuestre lo contrario. Constituye una garantia que debe
mantenerse y garantizarse a lo largo de todo el proceso penal y, por
consiguiente, en todas sus fases.

Sin embargo, los parametros del algoritmo de IA pueden incluir
evaluaciones que podrian influir en la presuncion de inocencia®, y el
uso de esta tecnologia no debe imponer restricciones, y mucho menos
menoscabar este derecho. Actualmente, existen diversos instrumentos
que pueden afectar este derecho. Por ejemplo, existen evaluaciones
de riesgo de reincidencia. Los sistemas de TA utilizados para evalu-
ar el riesgo de reincidencia entre los acusados pueden influir en las
decisiones relativas a la aplicacién de medidas preventivas como la
prision preventiva. Estas evaluaciones suelen basarse en datos histéri-
cos que pueden reflejar sesgos geograficos o raciales. En Estados Un-
idos, por ejemplo, existe el sistema COMPAS (Gestién Correccional
de Delincuentes para Sanciones Alternativas), un software que evalta
el riesgo de reincidencia del acusado y asesora al juez sobre el tipo y
la duracién de la pena aplicable®. Pro Publica realizé un estudio so-

2La importancia de este derecho se deriva de su reconocimiento en los instrumentos
internacionales. Véase en este sentido el art. 11.1 de la Declaracién Universal de Derechos
Humanos (DUDH) en virtud de cual toda persona acusada de un delito tiene derecho a
que se presuma su inocencia mientras no se demuestre su culpabilidad. Asi, se recoge
de igual modo en el CEDH, en el Pacto Internacional de Derechos Civiles y Politicos
(PIDCP) o en el art. 48 dela Carta de los Derechos Fundamentales de la Unién Europea.

YNIEVA FENOLL, J. (2016). «La razén de ser de la presuncién de inocencia»,
InDret: Revista para el Andlisis del Derecho, 1, pag. 1-23.

Véase la STC 128/1995, de 16 de julio, Rec. 993/1995.

SCHUMAN BARRAGAN, G. (2021) «La inteligencia artificial aplicada al pro-
ceso penal desde la perspectiva de la UE», en S. Pereira Puigvert; F. Ordofiez Ponz
(Dirs.), Investigacion y proceso penal en el Siglo XXI. Nuevas tecnologias y proteccion
de datos, Thomson Reuters Aranzadi, pag. 517-540.

3'BORGES BLAZQUEZ, R. (2020). «El sesgo de la maquina en la toma de decisio-
nes en el proceso penal», IUS ET SCIENTIA: Revista electrénica de Derecho y Ciencia,
(6)2, pp. 54-71.
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bre COMPAS que alert6 sobre una posible discriminacion algoritmica
contra las personas afrodescendientes, lo que podria conllevar una
violacion de la presunciéon de inocencia®'.Esto demuestra que el uso
de la IA en los procesos penales plantea riesgos significativos para la
presuncién de inocencia, un derecho fundamental dentro del siste-
ma de justicia penal. La naturaleza de la IA y las decisiones basadas
en patrones y estadisticas pueden llevar a las autoridades a clasificar
erréneamente a individuos como culpables o peligrosos, incluso sin
pruebas concluyentes que refuten dicha presuncién. Por lo tanto, es
esencial que el uso de la IA en el sistema de justicia penal esté sujeto a
regulaciones estrictas que garanticen la transparencia y el acceso a la
informacién. Igualmente importante es la inclusién de mecanismos
de supervisién humana que permitan la revisién y el analisis de los
resultados algoritmicos, salvaguardando asi los derechos fundamen-
tales y las garantias procesales del acusado.

IV.3. El derecho de defensa ante el uso de la inteligencia
artificial

En esta orden de ideas, no debemos ignorar el riesgo que el uso
de la TA en los procesos penales supone para el derecho a la defensa.
Este derecho es un derecho publico constitucionalmente consagra-
do que corresponde a todo acusado, otorgandole la oportunidad de
impugnar su sentencia®. Esto concierne a un derecho que, junto con
la tutela judicial efectiva, es uno de los derechos fundamentales de
la ciudadania y esta estrechamente vinculado al Estado de Derecho.
Segun el proyecto de Ley Organica del Derecho a la Defensa®, que
se publicara préoximamente tras su aprobacién por el Congreso el 30
de octubre de 2024, el derecho a la defensa comprende la asistencia
letrada, el acceso a los tribunales, la prevencion de dilaciones indebi-
das y una decisién judicial justa. En particular, en el &mbito penal,
incluye el derecho a ser informado de los hechos que se le imputan,
el derecho a no declarar contra si mismo, el derecho a declararse ino-
cente, la presuncién de inocencia y el derecho de apelacién.

3'ROA AVELLA, M; SANABRIA MOYANO, J.E; DINAS HURTADO, K. (2022).
«Uso del algoritmo COMPAS en el proceso penal y los riesgos de los derechos huma-
nos», Revista Brasileira de Direito ProcessualPenal, (8)1, pag. 275-310.

327 AFRA ESPINOSA DE LOS MONTEROS, R. (2014). «Sobre el derecho de de-
fensa en la mediacién penal», en V.C Guzman Fluja; 1. Flores Prada (Dir.), Justicia
penal y derecho de defensa, Tirant loBlanch.

3Texto disponibleen:https://www.congreso.es/public_oficiales/L15/CONG/
BOCG/A/BOCG-15-A-6-4.PDF
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Al abordar el derecho a la defensa, debemos considerar también
el principio de igualdad de armas, que debe respetarse durante todo
el proceso para evitar consecuencias adversas o la pérdida de los
derechos del acusado. Este debe tener las mismas oportunidades y
acceso a los recursos que la parte contraria al presentar pruebas en
su defensa **.La particular importancia de este derecho nos lleva a
considerar los riesgos derivados del uso de la IA en los procesos pe-
nales. En primer lugar, analizamos la posible dificultad de impugnar
las denominadas «pruebas algoritmicas». Con base en el principio de
contradiccion, entendemos que el uso de algoritmos para recopilar o
analizar pruebas en redes sociales, dispositivos técnicos o sistemas
de reconocimiento facial puede menoscabar la capacidad de la de-
fensa para impugnarlas. Una configuracion defectuosa del algoritmo
puede generar falsas alarmas que, sin la debida supervision huma-
na, pueden perjudicar a las personas. Reiteramos que los sistemas
de reconocimiento facial presentan tasas de error significativas, las
cuales —al igual que ocurre con los sistemas de vigilancia predicti-
va— son mayores para ciertos grupos de poblacién. En este sentido,
cuando la defensa intenta impugnar una identificaciéon o prueba ob-
tenida mediante IA, puede encontrar importantes obstaculos y lim-
itaciones técnicas que ponen en peligro el principio de igualdad de
armas y, por tanto, el derecho a la defensa.

En segundo lugar, y en relacién con los puntos mencionados ante-
riormente, el uso de la IA requiere un profundo conocimiento técnico
para cuestionar las pruebas presentadas. En muchos casos, la defensa
carece de los recursos necesarios para contratar expertos en analisis
técnico. Esto genera un desequilibrio en el proceso, ya que el Estado
que dispone de los recursos para utilizar la IA invariablemente tiene
un acceso superior a ella. En tercer lugar, la suposicién de que los
algoritmos son infalibles puede llevar al poder judicial a confiar cie-
gamente en sus resultados, creando asi un sesgo automatizado. Por
lo tanto, consideramos que existe un sesgo institucional cuando el
resultado de un algoritmo se considera mas fiable que las declara-
ciones de los testigos o del acusado, o posteriormente imputado. Esto
conlleva que los argumentos de la defensa pierdan peso frente a los
resultados algoritmicos. En cuarto lugar, el reconocimiento y la im-
plementacién del acceso a las actuaciones procesales son esenciales
en el marco del derecho a la defensa. Este derecho de acceso al expe-
diente del acusado es una de las manifestaciones fundamentales del

3¥RODRIGUEZ BLANCO, A. (2024). «Detectando los riesgos de la Inteligencia
Artificial en la instruccién penal», Revista General de Derecho Procesal, 64, pag. 1-66.
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derecho a un juicio justo y del derecho a la defensa®. Este derecho
también incluye la divulgacion de los resultados de la investigacion
y las modificaciones derivadas, asi como el derecho a inspeccionar el
expediente del caso. Esto tltimo comprende el acceso a todos los ma-
teriales, documentos, grabaciones, videos y fotografias3®. Por lo tanto,
los elementos obtenidos mediante algoritmos complejos y técnicas de
aprendizaje de deep learning pueden ser dificiles de interpretar. Si la
defensa no puede acceder a los datos y métodos que sustentan una
decision algoritmica, resulta dificil impugnar su validez.

V. MARCO J URIDICO DE LA INTELIGENCIA ARTIFICIAL EN EL
AMBITO DEL PROCESO JUDICIAL ESPANOL

Como se menciond en la seccién anterior, actualmente nos encon-
tramos en el apogeo del desarrollo de la IA, incluso en el ambito jurid-
ico. Por lo tanto, es crucial analizar la importancia de estos métodos
de investigacién y, en particular, qué tipo de pruebas se pueden obten-
er mediante herramientas de TA. Dado que se trata de un fenémeno
relativamente nuevo y la legislacion suele ir a la zaga, no existen reg-
ulaciones sobre la TA como prueba. Me atreveria a decir que pasaran
anos antes de que el Cédigo de Procedimiento Penal incluya una dis-
posicién especifica sobre esta tecnologia. Hasta entonces, no nos que-
da mas remedio que examinar las disposiciones legales vigentes que
permiten la TA como prueba, definir los requisitos para su admisibili-
dad y aclarar como deben evaluarla los jueces y tribunales.

En este contexto, algunos juristas han propuesto diversos tipos de
pruebas que podrian servir como normas complementarias para las
pruebas obtenidas mediante inteligencia artificial. En esta seccién,
analizaremos si se requiere una redaccion especifica para regular las
pruebas obtenidas mediante esta tecnologia, o si, por el contrario,
resulta innecesaria conforme a la normativa vigente.

3Véase la Circular 3/2018, de 1 de junio, de la Fiscalia General del Estado sobre
el derecho de informacién de los investigados en los procesos penales.

3MUERZA ESPARZA, J. (2023). «Algunas cuestiones sobre el derecho de infor-
macion del investigado», 3, pag. 616-643.
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V.1. La IA como prueba electrénica

La evidencia electrénica se entiende generalmente como «infor-
macién con valor probatorio que se transmite electrénicamente»®.
En consecuencia, toda informacién en medios electrénicos que pueda
probar hechos en un procedimiento legal se consideraria evidencia
electréonica®. Literalmente, esta definicién también se aplica a la evi-
dencia obtenida mediante IA, ya que implica informacién que se gen-
era y se encuentra en medios electrénicos.

Dado que el LECrim no contiene una disposicién explicita sobre
la prueba electrénica, recurrimos a la Ley de Enjuiciamiento Civil
(en adelante LEC) y encontramos en el articulo 299 la disposicion
que permite “los medios de reproduccién de palabras, sonidos e im-
agenes, asi como los instrumentos que permiten el archivo y el cono-
cimiento o la reproduccion de palabras, datos, nimeros y operaciones
matematicas realizadas con fines contables u otros fines pertinentes
al procedimiento, de conformidad con las disposiciones de esta "Ley”,
lo que se considera la definicién de prueba electrénica.

Mas alla del debate conceptual en torno a la prueba electrénica,
es practicamente imposible probar algo exclusivamente por medios
electrénicos. Por lo tanto, en los procedimientos judiciales, esta prue-
ba se utiliza como prueba documental, y suele consistir en correos
electrénicos, mensajes, grabaciones, fotografias e incluso documen-
tos con firmas digitales. Esta prueba se captura y almacena mediante
medios y dispositivos tecnolégicos, y se acompana de un informe de
analisis forense informatico que confirma su autenticidad.

En consecuencia, la prueba electrénica comprende seis elemen-
tos: la autenticidad de la fuente, la integridad e inmutabilidad de la
prueba, la inmutabilidad de la prueba desde su forma original hasta
su presentacion, la trazabilidad que permite el acceso a la fuente orig-
inal, la posibilidad de recuperar la prueba para su revisién posterior,
y su durabilidad y preservacion a lo largo del tiempo¥.

En este punto, resulta evidente que la evidencia electrénica se re-
fiere principalmente a aquella que ha existido durante afnos y que aho-

37 HERNANDEZ GIMENEZ, M. (2019). Inteligencia artificial y derecho penal.
Actualidad juridica iberoamericana, 10, 813.

3% MUNOZ RODRIGUEZ, A.B. (2020). El impacto de la Inteligencia Artificial en
el Proceso Penal. Anuario de la Facultad de Derecho. Universidad de Extremadura,
pag. 695-728.

3BUJOSA VADELL, L.M,, et al. (2021). La prueba digital producto de la vigilan-
cia secreta: obtencién, admisibilidad y valoracién en el proceso penal en Espaiia y
Colombia. Revista Brasileira de Direito Processual Penal, 7(2), pag. 1347-1384.
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ra esta en gran medida obsoleta. Sin embargo, los avances tecnolégi-
cos han transformado la forma en que se captura y almacena, pasan-
do de lo analégico a lo digital. En otras palabras, hemos reemplazado
el correo postal tradicional por correos electrénicos, las fotografias
en papel por fotografias digitales y las grabaciones en casete o VHS
por grabaciones digitales. Esto ha conllevado un uso mas extendido y
una mayor huella digital a la que cualquier usuario puede acceder y
utilizar como prueba ante un tribunal.

Por lo tanto, el valor probatorio obtenido mediante inteligencia
artificial ya no es tan relevante como podria suponerse inicialmente.
No obstante, nos proponemos examinar con mayor detalle la cuestién
de la prueba electrénica, que se divide en cuatro ambitos tras la refor-
ma del Cédigo de Procedimiento Penal espaiol (LECrim) de 2015,
introducida por la Ley Organica 13/2015: la interceptacién de comu-
nicaciones telefénicas y electrénicas, la grabaciéon de comunicaciones
orales y visuales con dispositivos electrénicos, el uso de dispositivos
técnicos para el rastreo, la localizacién y la captura de imagenes, y
el registro de dispositivos de almacenamiento masivo. Ademas, esto
incluye también a agentes cibernéticos encubiertos, rastreadores
GPS, el uso de drones y software espia para el control remoto de
dispositivos®.

Llegados a este punto, surge la pregunta de si la normativa vigente
sobre pruebas electrénicas puede compensar la falta de regulacién
de las pruebas obtenidas mediante inteligencia artificial. El término
«pruebas electrénicas» puede resultar engafioso y confuso. A primera
vista, podria parecer que las pruebas obtenidas mediante IA son un
tipo de prueba electrénica, puesto que implican informacién genera-
da y almacenada por dispositivos electrénicos. Sin embargo, tras un
analisis mas detallado del concepto y su regulacion, las pruebas elec-
tronicas se asemejan mas a las pruebas digitales. Esto se debe a que
consisten en trasladar los métodos probatorios existentes al ambito
digital, adaptandolos a los avances tecnolégicos y reflejando la forma
en que se recopilan actualmente dichas pruebas, es decir, las que ya
existian. En lugar de generarse de forma analégica y almacenarse fisi-
camente, estas pruebas se generan y almacenan ahora digitalmente
gracias a las nuevas tecnologias.

Es cierto que mientras que la evidencia electrénica enfatiza la nat-
uraleza de los datos en si mismos, siendo estos la fuente de la evi-
dencia, en las herramientas de IA, los datos son lo que el algoritmo

4 BUENO MATA, F. (2016). Fortalecimiento de garantias procesales y medidas
de investigacion tecnoloégica. Ars Turis Salmanticensis, 4, pag 326- 328.
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utiliza para generar evidencia. Asimismo en la evidencia electrénica,
los datos almacenados en dispositivos electrénicos son la evidencia
misma, mientras que en la IA, los datos son la entrada que el algo-
ritmo necesita para generar inferencias que sirven como evidencia.
Mientras que en la evidencia electrénica la fuente de la evidencia es la
informacién generada y almacenada en dispositivos electrénicos, en
la IA la fuente de la evidencia es la propia IA.

V.2. La IA como prueba cientifica

En esta orden de ideas y tras haber examinado la posibilidad de
que el marco regulatorio para la evidencia electrénica pueda cerrar la
laguna legal en lo que respecta a la evidencia de TA —una posibilidad
que personalmente no puedo descartar—, ahora es el momento de
evaluar el otro tipo de evidencia que los expertos legales han asociado
con la evidencia de IA, a saber, la evidencia cientifica.

Este andlisis es mas complejo, ya que no existe una legislacion
especifica que regule la prueba cientifica. En los procesos penales es-
panoles, dicha prueba se obtiene generalmente mediante peritaje.

Para analizar la prueba cientifica, debemos comprender dos con-
ceptos: la naturaleza cientifica de la prueba y la opinién pericial. En
primer lugar, la prueba cientifica requiere una base cientifica sélida;
es decir, el método o la técnica empleados para obtenerla deben ser
generalmente aceptados por la comunidad cientifica. En segundo
lugar, requiere la figura del perito que realiza la investigacion y la
presenta ante el juez o tribunal.

En esta orden de ideas para ser clasificadas como pruebas cienti-
ficas, las pruebas de TA deben cumplir estos criterios. Por lo tanto,
a continuacién analizamos hasta qué punto los métodos y técnicas
de las pruebas de IA son cientificamente sélidos y qué papel desem-
pena el experto que presenta los resultados y explica los procesos
subyacentes.

V.3. La cientificidad de la prueba por IA

El primer analisis que debemos realizar al considerar la eviden-
cia de TA como evidencia cientifica es si siquiera puede considerarse
clencia; es decir, aclarar la cuestién de la validez cientifica de dicha
evidencia.
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El debate sobre qué constituye ciencia y qué constituye pseudo-
ciencia, o qué es ciencia dura y qué es ciencia blanda, puede ser muy
interesante, sobre todo porque nuestra legislacién no establece un
protocolo especifico para la admisibilidad de la evidencia cientifica.

Es aqui donde la llamada validez cientifica de la evidencia cobra
relevancia*'. Para desarrollar este concepto, debemos remontarnos a
1984, cuando los padres de Jason Daubert presentaron una demanda
civil contra Merrell Dow Pharmaceuticals Inc. Este caso llevé a tri-
bunales internacionales a abordar la validez cientifica de la evidencia
utilizada para establecer los hechos: el llamado «caso Daubert»*.

La demanda presentada por los padres de Daubert contra la com-
pafiia farmacéutica fue una de las 1700 reclamaciones que alegaban
que uno de sus medicamentos patentados (Bendectin, un antihista-
minico utilizado para tratar las nduseas matutinas y los mareos) cau-
saba defectos congénitos en los fetos de mujeres embarazadas cuan-
do se usaba con frecuencia. Ambas partes presentaron dictdmenes
periciales de sus respectivos especialistas para demostrar la eficacia
del medicamento. Debido a la controversia en torno a los diversos
estudios presentados por las partes, cuya base cientifica se consider-
aba cuestionable, la Corte Suprema de los Estados Unidos desarroll6
criterios para evaluar la validez cientifica de la evidencia®.

Estos requisitos son:
e La teoria o técnica utilizada debe ser verificable.

e Lateoria o técnica utilizada debe haber sido publicada y some-
tida a revisién por pares.

e La técnica cientifica utilizada debe especificar un margen de
error, asi como los estandares de su proceso de desarrollo.

e Estas teorias o técnicas cientificas deben gozar de una alta
aceptacion dentro de la comunidad cientifica.

Una vez establecida la validez cientifica de la evidencia, debe eval-
uarse su calidad y fiabilidad*. La calidad de la evidencia depende sig-
nificativamente de la validez cientifica de la metodologia empleada.

# VAZQUEZ ROJAS, C. (2014). Sobre la cientificidad de la prueba cientifica en el
proceso judicial. Anuario de Psicologia Juridica, 24, 65-73.

“VAZQUEZ ROJAS, C. (2015). De la prueba cientifica a la prueba pericial. Colec-
cion Filosofia y Derecho. Ed. Marcial Pons

43 Daubert v. Merrell Dow Pharmaceuticals Inc. (509 U.S. 579). 1993.

4 GASCON ABELLAN, M. (2010). Prueba cientifica: mitos y paradigmas. Anales
de la Catedra Francisco Suarez, 44, pag. 81-103.
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Las pruebas cientificas pueden realizarse mediante diversos métodos,
pero no todos gozan del mismo grado de aceptacién en la comunidad
cientifica. Por lo tanto, es necesario examinar la metodologia utiliza-
da para llevar a cabo la prueba cientifica especifica y asegurar que sea
la 6ptima para el caso en cuestién.

Aplicar estos requisitos al campo de la TA implica que una prueba
generada por IA solo puede reconocerse como evidencia cientifica si
el algoritmo utilizado cumple con los mismos requisitos. Esto es com-
prensible, ya que la mayoria de las herramientas de IA utilizadas en
analisis forense replican de forma auténoma los métodos y técnicas
aplicados por expertos, optimizando asi el proceso y haciéndolo mas
rentable.

En este sentido, la prueba por IA, pueden considerarse evidencia
cientifica si reproducen con precision la metodologia y la técnica su-
byacentes. Un ejemplo claro es la identificacién biométrica mediante
IA. Si la TA emplea la misma metodologia establecida y generalmente
aceptada en la comunidad cientifica, podemos reconocer la prueba
como cientifica y, por lo tanto, esclarecer la cuestién de su la cientifi-
cidad y la calidad de la prueba.

Otro problema, mas complejo, es la fiabilidad de esta evidencia.
Toda vez que aun no existen regulaciones explicitas que establezcan
un protocolo o estandarizacion, y los desarrolladores de estas her-
ramientas suelen ser empresas privadas, con la excepcion de algunas
universidades estatales. Cuando se presentan ante un juez o tribunal
pruebas cientificas, como anélisis de ADN o huellas dactilares de un
laboratorio oficial, esto se considera un sello de aprobacién. El juez
no necesita cuestionar la metodologia o técnica empleada, el margen
de error de los resultados, la calidad del equipo, la formacién del peri-
to, etc., ya que se presume que todo esta en regla. Esto contribuye a la
admisibilidad de la prueba.

En una prueba de IA, el juez debe asegurarse de que se cumplan
todos los requisitos pertinentes. Cada organizacion utiliza su propio
algoritmo para operar su IA. Si bien estos se basan en métodos y técni-
cas cientificamente reconocidos, no existe un protocolo estandariza-
do que garantice la ejecucién de dichas pruebas con un algoritmo
aprobado por un panel de expertos. Este problema se complica atn
mas con algoritmos que utilizan cajas negras, como en este caso.
Tampoco existe una normativa europea ni nacional que establezca
los criterios minimos que estas instituciones deben cumplir para que
su IA reciba el sello de calidad mencionado. Esto, sumado a todo lo
anterior, conlleva que los jueces examinen las pruebas generadas por
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IA con mayor cautela y con estandares mas exigentes; un proceso que
las pruebas de ADN ya han experimentado y que ahora también debe
afrontar la IA.

V.4. Cadena de custodia

En cuanto al concepto de cadena de custodia, esta hace referencia
a que se garantice que la prueba que ha sido recogida en el lugar del
crimen sea la misma que se le muestra al juez en la fase de juicio oral.
Para ello existe un registro de cada persona que ha estado en contacto
con la prueba, desde el que la recoge hasta el que la presenta en el
juicio, pasando por el que la almacena y el que la analiza. En el caso
de la prueba por IA no existe una prueba material, pero si debe regis-
trarse a cada profesional que acceda al software que ejecuta la IA para
asegurar que no ha existido ningtn tipo de manipulacién. A tenor de
esto, cerciorarse que los equipos empleados son lo suficientemente
seguros frente a cualquier tipo de filtraciéon o hackeo informatico.

Por lo tanto, entendemos que las pruebas basadas en IA pueden
cumplir con los criterios de rigor cientifico y fiabilidad, dependiendo
del tipo de IA, las técnicas y los métodos empleados los cuales son
siempre cruciales. No obstante, cabe sefialar que atin queda mucho
camino por recorrer para que alcancen el mismo nivel que gozan otro
tipo de pruebas cientificas, las cuales poseen normas regulatorias y
son reconocidas por la comunidad cientifica.

V.5. La figura del perito en la prueba por IA:

Los dictamenes periciales son una forma de prueba, elaborada en
forma de informe técnico por un experto en una disciplina cientifi-
ca especifica, como parte de un procedimiento judicial. Constituyen
esencialmente otra forma de prueba, pero se diferencian en que son
elaborados por un experto o técnico que asiste al juez o, en su caso,
a las partes involucradas. Por consiguiente, el experto es la figura
clave. Esto plantea la pregunta: ¢Qué es un experto, quiénes son
expertos y quiénes pueden actuar como tales? El experto asiste al
juez y compensa su falta de conocimientos especializados en areas
muy especificas. Esta funcién permite al juez obtener una compren-
sion integral de los hechos que deben ser evaluados; por lo tanto,
los dictamenes periciales y la prueba cientifica siempre estan estre-
chamente vinculados. Por esta razon, el término «dictamen pericial
cientifico» es mas preciso.
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Por lo tanto, el término «opinién pericial cientifica» es mas ap-
ropiado. Esto se aplica sin excepcion a las pruebas de IA, ya que un
experto debe explicar las técnicas y los métodos utilizados, especial-
mente cuando se trata de conceptos abstractos como los algoritmos.

Por consiguiente, es crucial recalcar que la admisibilidad de las
pruebas de IA es un requisito indispensable para que la IA opere
en un entorno de caja blanca, también conocido como IA explica-
ble. Debemos evitar que se repitan los sucesos del caso Loomis y del
caso de IA COMPAS*, donde se violaron flagrantemente los derechos
fundamentales.

Este caso ocurri6 en febrero de 2013 tras el arresto y posterior
juicio de Eric Loomis, quien fue declarado culpable de robo de vehicu-
lo y resistencia al arresto. El caso cobré especial notoriedad cuando
su sentencia se determiné mediante una herramienta de evaluacién
de riesgos basada en inteligencia artificial llamada Correctional Of-
fender Management Profiling for Alternative Sanctions (COMPAS),
desarrollada por Northpinte, Inc. COMPAS predice el riesgo de rein-
cidencia de un individuo a partir de un cuestionario de 137 preguntas
y sus antecedentes penales.

La defensa de Loomis apel6 este veredicto, argumentando que el
uso de COMPAS fue inapropiado porque viol6 su derecho a impugnar
la decision, ya que los criterios y procesos mediante los cuales esta TA
calcul6 y determind la sentencia no se conocian completamente, pues-
to que era propiedad privada protegida por derechos de propiedad
intelectual; viol6 su derecho a una sentencia individual, ya que un al-
goritmo generé datos basados en estadisticas grupales; y, finalmente,
su uso constituy6 discriminaciéon por motivos de raza y género.

Sorprendentemente, la Corte Suprema de Wisconsin rechazé esta
apelacion, sentando un peligroso precedente al aceptar el uso de la TA
como herramienta de evaluacién de riesgos (COMPAS), un preceden-
te que debe evitarse a toda costa en nuestro pais. Por lo tanto, es esen-
cial que la IA utilizada en los procedimientos judiciales sea transpar-
ente para garantizar que tanto la defensa como el juez comprendan
plenamente todos los procesos y métodos que estas tecnologias em-
plean para llegar a un veredicto. Esto permite el derecho a impugnar
los resultados de la IA si se detectan errores, como la consideracién
de datos sesgados que podrian violar la presuncién de inocencia, por
ejemplo, al ponderar indebidamente la etnia o el género del acusado.

4% ROMEO CASABONA, C.M. (2018). Riesgo, procedimientos actuariales basa-
dos en inteligencia artificial y medidas de seguridad. R.E.D.S., 13, pag 39- 55.
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Basandome en este caso y en el funcionamiento de las evalua-
ciones de riesgo basadas en IA, considero que nunca deberian ad-
mitirse como prueba, ni como opiniones cientificas ni como eviden-
cia en general. Estas herramientas no se fundamentan en métodos ni
técnicas cientificas reconocidas y dependen de bases de datos poten-
cialmente sesgadas. Ademas, pueden funcionar como una caja negra.
Si bien estas herramientas son muy ttiles para diversas profesiones,
desde policias hasta jueces, esto solo es cierto si basan sus decisiones
en su propio criterio y no en predicciones de IA.

Volviendo al tema de los dictimenes periciales: como ya se men-
cioné en la seccién sobre pruebas cientificas, estos dictdmenes son
elaborados por los laboratorios oficiales de las Fuerzas de Seguri-
dad del Estado o el Instituto de Toxicologia y Ciencias Forenses del
Ministerio de Justicia. Estos laboratorios emiten un informe pericial,
que generalmente se adjunta a los demés documentos procesales o
probatorios*. Es importante destacar los dictaimenes elaborados por
laboratorios oficiales, ya que poseen un valor probatorio especial y
no estan sujetos a las normas procesales de los dictimenes periciales
ordinarios*.

Esto se debe a que, como ya hemos mencionado en el caso de la
evidencia cientifica, el ordenamiento juridico tiene en cuenta la ga-
rantia y fiabilidad de los informes técnicos elaborados por laboratori-
os oficiales, asi como la cualificacién y experiencia de los peritos que
los elaboran. Ademas, actualmente los laboratorios oficiales realizan
analisis de trazas practicamente instantaneos, lo que permite llegar a
conclusiones fiables y dificiles de refutar*.

Por lo tanto, este tipo de dictamen pericial recibe una consid-
eracion especial en comparacion con los dictdimenes periciales ordi-
narios, si bien esto no impide que las partes lo impugnen. En tales
casos, los peritos que elaboraron el dictamen deben comparecer en la
audiencia oral, el dictamen debe leerse en voz alta y, de ser posible,
puede ser reproducido o reiterado por otros peritos. En el presente
caso, no existen laboratorios publicos comparables que realicen prue-
bas de IA, razén por la cual este tipo de dictamen no puede recibir
esta consideracion especial hasta que se produzcan avances en este
campo.

4 PEDRAZ PENALVA, E. (2009). Actividad policial reprochable. Revista de dere-
cho procesal, 1, pag. 763-888.

47 DOLZ LAGO, M.J., Figueroa Navarro, M.C. y Exp6sito Marquez, N. (2012). La
prueba pericial cientifica. Ed. Edisofer. Pag. 405 vy ss.

4 BURGOS LADRON DE GUEVARA, J. (1992). El valor probatorio de las dili-
gencias sumariales en el proceso penal espafiol. Ed. Civitas.pag 176-182.
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En esta orden de ideas, entendemos que las pruebas basadas en
TA pueden cumplir los criterios de los dictdmenes periciales, ya que
deben ser elaboradas por un experto y confirmadas ante un tribunal.
Esto exige que la herramienta utilizada se clasifique como IA expli-
cable, de modo que las partes y el juez puedan comprender todos los
procesos llevados a cabo por la IA que condujeron a las conclusiones
contenidas en el dictamen pericial correspondiente.

En cuanto la herramienta utilizada opere como caja negra u opaci-
dad algoritmica, esto puede conllevar una violacién de los derechos
de la persona investigada, como el derecho a impugnar las pruebas
o la presuncién de inocencia. Por lo tanto, abogamos por la regu-
lacién juridica de las pruebas basadas en IA, no solo para integrar-
las en el marco legal, sino también para establecer los criterios nece-
sarios que deben cumplir para prevenir violaciones de los derechos
fundamentales.

VI. NIVELES DE RIESGO DE LA INTELIGENCIA ARTIFICIAL EN
EL PROCESO PENAL

VI.1. Inteligencia predictiva

Estas herramientas de IA sirven para optimizar los recursos y au-
mentar la eficacia y eficiencia de las medidas de prevencion del del-
ito por parte de las fuerzas del orden. Generalmente, estos sistemas
de inteligencia artificial analizan datos estadisticos de bases de datos
policiales para predecir zonas geograficas con alta probabilidad de
actividad delictiva (los llamados puntos criticos) o para identificar a
las personas con mayor probabilidad de cometer delitos o ser victi-
mas. Con esta informacion, los agentes del orden pueden concentrar
su vigilancia en zonas o individuos especificos.

Esta categoria de herramientas de IA se divide en cuatro grupos
principales:

1. Herramientas de prediccion delictiva: Estas herramientas se
utilizan para predecir zonas con alta incidencia delictiva.

2. Herramientas de identificacion de delincuentes: Como su nom-
bre indica, estas herramientas crean perfiles de delincuentes
para identificar a posibles futuros criminales. Se basan en
datos de antecedentes penales y proporcionan descripciones
generales.
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3. Herramientas de prediccién de victimas: Al igual que el instru-
mento anterior, este crea perfiles de individuos que podrian ser
victimas de un delito.

4. Herramientas de prediccién de delincuentes: Muy similares al
instrumento de identificacién de delincuentes, pero en lugar
de crear un perfil general, generan la probabilidad de que un
individuo especifico cometa un delito en el futuro.

Mediante estas herramientas, los miembros de las Fuerzas y Cu-
erpos de Seguridad del Estado (FCSE) toman decisiones estratégicas
basadas en pronésticos generales de la actividad delictiva futura, con
especial atencion al aspecto espacial. Ademas, se toman decisiones es-
pecificas para predecir la presencia de individuos o grupos concretos,
asi como de delincuentes reales o potenciales. El enfoque en areas y
perfiles especificos permite un despliegue mas eficiente de las fuerzas
policiales, ya que el objetivo principal es garantizar la prevencién mas
eficaz posible con un ntmero limitado de agentes.

Es importante aclarar que, a pesar del uso de estas herramientas,
las decisiones policiales no se basan tinicamente en el anélisis autom-
atizado de datos personales ni en la creacién de perfiles. Se requiere
la intervencién humana calificada, ya que podria producirse una vio-
lacién de los derechos fundamentales si un agente de policia detiene
a una persona basandose tinicamente en la recomendacién de una IA.
El agente esta obligado a considerar siempre todas las circunstancias
y tomar la decisién final.#

En el contexto de la IA predictiva, cabe mencionar PredPol. Este
sistema de vigilancia predictiva es utilizado por departamentos de
policia de todo el mundo y se basa en un proyecto de investigacién del
Departamento de Policia de Los Angeles (LAPD) y la Universidad de
California en Los Angeles (UCLA). Desarrollada originalmente para
predecir el namero de bajas en el campo de batalla de Irak, esta IA se
ha adaptado para la prevencién del delito en el ambito policial.

Debemos mencionar que en Espafia, COPKIT es uno de los proyec-
tos lideres basados en IA en el ambito de la prediccién y evaluacién
de riesgos. El proyecto tiene como objetivo desarrollar herramientas
de IA para la policia del futuro que respeten los principios de libertad,

4 Siguiendo esta linea, existe una normativa regulatoria para evitar vulneracio-
nes de derechos tanto a nivel comunitario, con la Directiva (UE) 2016/680 del Par-
lamento Europeo y del Consejo; como a nivel estatal con la Ley Organica 7/21, de
26 de mayo, de proteccién de datos personales tratados para fines de prevencion,
deteccion, investigacion y enjuiciamiento de infracciones penales y de ejecucién de
sanciones penales.
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igualdad y justicia. Se centra en analizar, investigar y prevenir el uso
indebido de las nuevas tecnologias de la informacién y la comuni-
cacion por parte del crimen organizado y los grupos terroristas.

VI.2. Inteligencia Artificial de identificacién biométrica

Definimos los datos biométricos como datos personales obtenidos
mediante procesos técnicos especificos y relativos a las caracteristi-
cas fisicas, fisiol6gicas o conductuales de una persona que permit-
en o confirman su identificacién univoca. Esto se corresponde con el
articulo articulo 4.14 del Reglamento General de Proteccién de Datos
(RGPD), en el articulo 3.13 de la Directiva sobre proteccién de datos
en el Aambito penal, en el articulo 3.18 del Reglamento (UE) 2018/1725
en la legislacion europeay en el articulo 5.1) de la Ley Organica 7/2021
en la legislacién espanola.

Por consiguiente, entendemos por herramientas de IA para la
identificacién biométrica aquellas capaces de identificar a personas
concretas mediante la lectura de datos biométricos.

Por lo tanto, existen dos tipos de métodos:

1. Mediciones fisiol6gicas: Se basan en el analisis de las carac-
teristicas fisicas y fisiol6gicas inicas de cada persona, como su
rostro, iris o huellas dactilares.

2. Mediciones conductuales: Se basan en el analisis de las carac-
teristicas conductuales tinicas de cada persona, como su voz,
escritura, firma, gestos o estilo de habla y escritura.

Las herramientas de IA que utilizan datos biométricos tienen dos
funciones: identificaciéon, es decir, determinar la identidad de una
persona desconocida, y verificacién, es decir, confirmar que una per-
sona es quien dice ser.

Finalmente, en cuanto a los tipos de herramientas de IA que iden-
tifican individuos mediante datos biométricos:

1. Reconocimiento facial: Se basa en la identificacién de una per-
sona a través de sus rasgos faciales tinicos. Este método es
estandar para desbloquear teléfonos inteligentes y para pagos
en linea.

2. Reconocimiento de voz: Estas herramientas identifican y ver-
ifican a los individuos analizando los sonidos producidos por
las vibraciones de las cuerdas vocales y utilizando técnicas de
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procesamiento del lenguaje natural (PLN). La voz es una car-
acteristica tanto fisiolégica como conductual y, por lo tanto,
varia no solo segtn la forma y el tamarfio de la boca y la gar-
ganta, sino también segun el acento, los patrones del habla y
el vocabulario.

3. Reconocimiento de huellas dactilares: Método para identificar
a personas o verificar su identidad mediante el analisis y la
comparacion de las caracteristicas de sus huellas dactilares,
que son Unicas para cada persona.

4. Reconocimiento de firmas y escritura manuscrita: Método
para identificar y verificar la identidad de una persona me-
diante el analisis y la comparaciéon de caracteres y simbolos
manuscritos en soportes fisicos o digitales.

Este tipo de herramienta resulta sumamente ttil en diversos con-
textos, como la busqueda de personas desaparecidas, la identificacién
de delincuentes buscados, el control fronterizo, la identificacién de
sospechosos en comisarias o juzgados, e incluso la reconstruccion
facial y la identificacién a partir de declaraciones de testigos. El uso
de datos biométricos conlleva riesgos significativos, como la violacién
de derechos fundamentales y la filtracién o el acceso no autorizado a
bases de datos.*

No obstante, cabe destacar que el uso de datos biométricos, es-
pecialmente el reconocimiento facial, plantea inquietudes respecto
a la posible violacién de derechos fundamentales consagrados en el
articulo 18 de la Constitucién Espaiiola, en particular el derecho a la
intimidad personal y a la proteccién de datos personales, y por con-
siguiente, la responsabilidad penal por delitos contra la intimidad, el
derecho a la propia imagen y la inviolabilidad del domicilio®'.

Para prevenir estas posibles vulneraciones de los derechos hu-
manos y garantias, se sanciono el Reglamento (UE) 2024/1689, en fe-
cha 13 de junio, el cual prohibe en su articulo 5 el uso de sistemas de
identificacién biométrica basados en IA para fines generales, a menos
que su uso sea necesario para lograr los siguientes objetivos:

50 Para ahondar en las vulneraciones y riesgos del uso de este tipo de herramien-
tas por IA véase Cuatre casas Monforte, C. (2022). La Inteligencia Artificial en el
proceso penal... op. cit. nota 24.

51 JARAMILLO, C. (2021). Utilizacién del sistema de reconocimiento facial para
preservar la seguridad ciudadana. El Criminalista Digital, 9, pag 20-37.
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1. Labusqueda selectiva de victimas especificas de secuestro, tra-
ta de personas o explotacién sexual, asi como la biasqueda de
personas desaparecidas.

2. La prevencion de una amenaza concreta, significativa e inmi-
nente para la vida o la integridad fisica de las personas, o de
una amenaza real y presente o real y previsible de un atentado
terrorista.

3. La investigacién o identificacién de una persona sospechosa
de haber cometido un delito, con el fin de llevar a cabo inves-
tigaciones o enjuiciamientos penales, o para ejecutar una sen-
tencia por uno de los delitos enumerados en el Anexo II, que se
castiga en el Estado miembro de que se trate con una pena de
prision o una medida de seguridad no superior a cuatro anos.

VII. CONCLUSION

A modo de conclusion, debe reconocerse que, salvo en casos triv-
iales, sera imposible maximizar simultdneamente la precisién del in-
strumento y su absoluta imparcialidad®. La realidad no es imparcial.
Para evaluarla adecuadamente, debemos aceptarlo. Si queremos que
el juez disponga de toda la informacién necesaria para realizar las
evaluaciones mas justas y adecuadas, debemos utilizar toda la infor-
macion posible, incluso la que no esté directamente relacionada con
el asunto en cuestion.

Sin embargo, si utilizamos estas herramientas, por ejemplo, para
determinar una posible privacién de libertad, creo que la informacién
exhaustiva que la TA deberia proporcionar al tribunal y permitir al
juez centrarse en los aspectos individuales del asunto, incluso con-
siderando toda la informacién disponible. Por ejemplo, podrian com-
prender cémo cambia la evaluacion de riesgos de la IA si se elimina la
condicién problemética.

Porque si en un futuro préximo se decide utilizar herramientas
basadas en IA para la evaluacién de riesgos, como ya ha destacado
Slobogin®?, debemos asegurarnos de que cumplan tres requisitos min-
imos: idoneidad en cuanto a lo que el juez que toma la decisién real-
mente necesita saber; validez segiin parametros cientificos; y equidad.

52 BERK, R, HEIDARI, H., JABBARI, S., KEARNS, M., y ROTH, A.: «Fairness in
Criminal Justice Risk Assessments:...», ob. cit. pag. 27.

53 SLOBOGIN, C. «Principles of Risk Assessment: Sentencing and Policing», end
Ohio St.J. Crim. L., vol. 15, 2017, pag. 594 y ss
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En mi opinién, esto requiere, como minimo, que el juez pueda elimi-
nar de toda la informacién disponible aquellas variables que resulten
injustas en la evaluacién y evaluar el riesgo de la persona con base en
lo que ha hecho o podria hacer.

El uso de cualquier tecnologia debe basarse en algo volitivo, no
solo en la posibilidad. Debemos incorporar la IA en la justicia penal y
la policia, para mejorar la practica de la justicia penal>. Es evidente
que no se puede esperar que ninguna IA prediga el futuro. Es obvio,
como han dicho Berk y otros, que ninguna herramienta de evaluacién
de riesgos puede reparar siglos de desigualdad racial o de género®.
Pero creo que si comprendemos su verdadero alcance, incorporamos
una perspectiva ética y legal en un campo dominado por cientificos
sociales e informaticos, y ademas tomamos las precauciones nece-
sarias que se derivan del respeto a nuestros derechos y garantias, de-
beriamos ser capaces de mejorar un poco la justicia gracias a la IA.
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